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This work addresses the problem of the optimal real-time control of a DC microgrid without relying on its
corresponding network model. The main goal of such a controller is to keep the nodal network voltages within
the regulatory limits while offering current sharing capability between the different controllable generators
powering the DC microgrid. The proposed model-less methodology is based on feedback optimization, which
takes advantage of the available real-time measurements to update the setpoints of the DC generation assets.

The optimal control variables are determined in an iterative manner by applying a primal-dual saddle-point
method, which guarantees appropriate convergence features. The paper details both centralized and distributed
implementations which are compared through simulations. The results evidence a good dynamic performance
and an optimal steady-state operation as the proposed control algorithm converges to the solution provided
by a conventional model-based Optimal Power Flow.

1. Introduction

Electrification of small power systems in remote locations without
a straightforward access to a power network has traditionally relied
on fossil fuel resources [1]. Fortunately, the evolution of all technolo-
gies enabling renewable energies has allowed alternative ecofriendly
solutions which are feasible from a techno-economic point of view. In
fact, the microgrid (MG) concept emerges in 2002 as an integration of
different technologies able to supply electrical energy [2]. Basically, a
MG is a cluster of at least one renewable energy source, energy storage
devices and loads operating as a single controllable system [3].

MGs can be based on AC, DC, or hybrid AC/DC configurations
depending on the type of power sources and loads to be interconnected.
With this regard, it has to be considered that AC MGs have been
extensively studied due to the widespread use of AC loads [4-7]. It is
important to highlight, however, the growing importance of DC devices
such as photovoltaic (PV) arrays, fuel cell units, battery energy storage
systems (BESS), electric vehicles (EV), consumer electronics, variable-
frequency drives or LED lighting systems among others. The connection
of all these devices to an AC system requires adequate AC/DC interfaces
in charge of the power transfer management. Therefore, in those cases
with a majority presence of DC devices, DC MGs may constitute an
efficient alternative due to the reduction and simplification of power
converters [8].
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One of the main concerns of the DC MG operation involving several
distributed generators (DGs) is to simultaneously achieve an adequate
load sharing among them and voltage control within the regulatory
limits [9]. In this way, the loads are energized close to their rated
voltage with an equitable demand distribution among the DGs to avoid
overloads. Therefore, current sharing allows reducing the current injec-
tions of some generation units that, without implementing this strategy,
would be forced to inject higher currents due to their proximity to the
loads or the network topology. As a result, current sharing strategies
prevent the oversizing of generation units which leads to lower in-
vestments and a higher utilization of the existing assets. Traditionally,
the well-known primary droop-based control has been applied to DC
MGs to improve stability and offer current sharing capabilities [10,11].
It has been reported, however, that the performance of voltage-based
droop methods is unsatisfactory due to the voltage drop caused by the
virtual impedance [12]. Several approaches have been presented to
improve that behavior, such as nonlinear droop control scheme [13,
14], logarithmic droop-based control [15] or piece-wise linear droop
function [16]. Although these methods improve the operation with
respect to the conventional droop-based techniques, it is still observed
a poor performance in case of heavy load conditions.

The incorporation of a secondary controller relying on a commu-
nication system solves the problem of voltage deviation guaranteeing
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the fulfillment of regulatory voltage limits [17]. Following this trend,
a centralized controller computing adequate reference voltages to DGs
based on a MG field measurements has been proposed in [18,19]. The
main advantage of these centralized approaches is that voltage and
power regulation can be formulated as an optimization problem pro-
viding optimal results. The main drawback of these methods, however,
is that a complete and detailed MG model is required. This approach
involves static data, e.g. MG network parameters, and real-time data,
e.g. network topology and measurements from the generation and load
sides, which are not always available [20,21]. In addition, centralized
approaches strongly depend on a communication system which, as any
other MG component, may fail.

For all these reasons, distributed methods emerged as an alternative
of centralized approaches improving the reliability and resiliency in
case of the communication system failure [22]. One of the most used
scheme is the communication among neighbors where distributed con-
trol based on consensus has gained great popularity [23-26]. Probably,
one of the main advantages of the consensus-based approach, in addi-
tion to its reduced failure probability compared to centralized schemes,
is that a network model is not required. Therefore, the scalability of this
type of solutions is higher than those relying on a centralized controller.
A comprehensive review of the existing distributed methodologies for
DC MGs can be found in [27,28]. In spite of these benefits, it has to be
considered that the system performance in terms of convergence rate
and dynamic oscillations strongly rely on the communication topology
and local control parameters due to the absence of any network model
information. For this reason, the main drawback of the distributed
approaches is related to the difficulty of properly tuning these control
algorithm parameters to achieve an optimal solution.

This paper proposes a compromise solution between the previ-
ously analyzed centralized and distributed control algorithms aimed
at obtaining voltage control and adequate power sharing among DGs.
The proposed approach is based on the feedback optimization (FO)
technique [29], which has been successfully applied to solve the voltage
regulation of distribution AC networks by means of reactive power
injections [30]. The FO technique uses the real-time system output mea-
surements to iteratively update the DG setpoints, leading the system to
the solution of a constrained optimization problem. The setpoint update
in this iterative process requires just a reduced model information,
i.e. input-output system sensitivity, rather than a complete and accu-
rate system model. The proposed algorithm based on the FO technique
is formulated both for centralized and distributed implementations and
compared with the solution of an Optimal Power Flow (OPF).

The remainder of this paper is organized as follows. Section 2
presents a formal description of the problem under analysis and a
mathematical model of the problem in its simplest version. In Section 3,
the concept of FO is stated and the assumptions to design and imple-
ment the controller for DC MGs are introduced. The performance of
the method is tested under simulation in Section 4. Finally, the main
conclusions and future research are outlined in Section 5.

2. Problem formulation

Let us consider a DC MG comprising a set of buses V, which
are interconnected by a set of power lines &,. Part of the buses,
Y = {l,...,n} C V,, are powered by primary energy sources or
energy storage systems interfaced with controllable power electronic
devices. In the sequel, it will be assumed that these devices within
V have capability to set the bus voltage to a given reference value
and, therefore, can be considered as DC grid-former devices. These
devices are also equipped with a communication interface for the
required information exchange. The voltage and current injection of
the DC grid-former device connected to the node k € V are denoted
as v, and i, respectively. The rest of the nodes within the DC MG,
V,\V, are generation or load nodes without these advanced control
and communication capabilities. Therefore, the devices connected to
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the nodes / € V,\V can be characterized by their corresponding
non-controllable power injections p,.

The goals of the set of controllable devices connected to V are to
simultaneously: (i) control their corresponding nodal voltages, v,, with
respect to their setpoints, v}; (ii) share as much as possible the load to
avoid any overloading. These objectives can be achieved by solving a
constrained optimization problem with the following objective function
and constraints for each controllable node k € V:

+ Objective function. It is composed of the voltage deviation and
current sharing terms, C/(v;) and Clij(ik,i ;) respectively,
weighted through the parameters §, and y, ; as follows:

T i) = BCL@) + D 11, C s ), ¢V
JENK

The voltage deviation term is computed as the squared difference

between the actual and reference voltages:

Cl(vy) = (v, — V). &)

Similarly, the current sharing term between the grid-former de-
vices connected to nodes k and j is formulated as the squared
difference of their injected currents:

Cp i) = G = i) 3
In this respect, note that the current sharing terms within (1)
are extended just to the set of nodes N which are adjacent
to the considered k node in order to facilitate a decentralized
implementation of this optimization problem.

Inequality constraints. Voltage and current at the controllable

nodes must be within the regulatory limits and the rated current
of each grid-former device, respectively:

U S0 Sy, VkeV, 4

—i <ig<ip, Vke. (5)

Equality constraints. Egs. (1) and (5) are formulated as a function
of the current injections of the controllable grid-former devices
i,. These currents are dependent variables of the controllable
grid-former voltages, v, (k € V), the non-controllable power
injections, p; (I € V,\V) as well as the topology and parame-
ters of the DC network. This dependency can be mathematically
formulated as:

i=h(v,w), 6)

where i = col(i;) and v = col(v;,) are column vectors that stack the
current injections and nodal voltages at controllable buses k € V,
while w = col(p,) is a vector that contains the power injections in
the non-controllable nodes / € V,\V.

Thus, the setpoint of each controllable grid-former device connected
to any bus k € V, v, within the DC MG can be determined by the
following constrained optimization problem:

b, = arg mvli{nzj"(vk’ik’ij) @)
k
s.t (4),(5),(6).

The objective of the proposed problem is twofold. First, voltage
deviations from the reference values are penalized. Second, the dif-
ference between the current injections of the grid-forming devices are
minimized. Note that both objectives are counterbalanced since the
lower the value of the first objective, i.e. similar nodal voltages, the
greater will be the second, i.e. reduced current sharing between the
grid-former devices. Thus, a compromise between both goals can be
achieved by adequately tuning the weighting parameters f;, and y; ;.

Note that solving the proposed optimization problem without rely-
ing on the network model is not trivial, since, although the grid-forming
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current injections are measured, it is required to provide adequate and
coordinated voltage references to these devices to achieve the pursued
current sharing.

This optimization problem can be solved by applying either a cen-
tralized or a distributed approach as discussed in the next section.

3. Proposed method

This section presents a feedback optimization (FO) based approach
to solve (7). First, some fundamentals of the FO technique are out-
lined highlighting their main advantages. Then, the centralized and
distributed implementations of the FO approach are detailed.

3.1. Fundamentals of FO

The basic objective of any optimization method is to determine the
values of the input variables u within a given actuation range V" that
minimize a cost function f(u,y), where y represents the output signals.
The problem can be subject to some constraints on these output signals
y whose values are given by a nonlinear mapping y = h(u, w), where
w are uncontrollable variables. In addition, the output signals y can
be constrained by a set of inequalities g(y) < 0. The mathematical
formulation of this problem is as follows:

min f(u,y),
sit. y=h@u,w),
g(y) <0.

Traditionally, this problem can be solved by relying on its dual for-
mulation through the Lagrangian. However, the augmented Lagrangian
can be used instead to improve the convergence rate of the optimization
problem, [31]:

L(u,w,p,8) = f(u,h(u,w)+pu" (g, w)+s)
+ 2 llg e w) +i13.

where the output vector y has been replaced by the nonlinear mapping
y = h(u,w) and the slack vector s has been included to transform the
inequality constraint g(y) < 0 into g(y) +s = 0 with s > 0.

One of the possible approaches for solving this problem is to apply
the well-known primal-dual saddle-point algorithm [32] which is an
iterative strategy consisting of a positive and negative gradient flow of
dual and primal variables respectively. To implement this algorithm,
three main steps are followed: (i) slack variables s are updated in
such a way that the augmented Lagrangian is minimized; (ii) primal
variables u are updated following a gradient descent direction ensuring
that w € U (iii) dual variables are updated following a gradient
ascent direction. Note that the steps described above need a complete
mathematical formulation of the augmented Lagrangian which implies
an accurate description of the nonlinear mapping y = h(u,w) as well
as the information about non-controllable variables w that are rarely
available.

The feedback optimization approach solves this drawback by apply-
ing the input variables u to the physical system and directly measuring
the output variables y instead of estimating them based on an inaccu-
rate or incomplete model. Thus, the mathematical formulation of the
mth iteration applying the FO approach can be formulated as:

(i) Slack variables s are updated based on the output measurements
y(m) in such a way that the augmented Lagrangian is minimized:

oL (u(m), y(m), u(m),s)
s

0= sm+ 1) = |— L pm) —gymy| .
P +

where [a], stands for max(0, a).
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(ii) Primal variables u are updated following a negative gradient
flow:

0L, y(m), u(m),s(m + 1))
ou ’

where « is the algorithm step size. If the new value of primal
variables u(m + 1) € U, then the value of u(m + 1) is modified to
that projected into set 1. Note that to compute the augmented
Lagrangian derivative, 0L /du, the system model is not required
but just the information about the sensitivities of the output
variables y with respect to the input vector u.

(iii) Input variables u(m+ 1) are applied to the system and the output
variables y(m + 1) are measured. Finally, the value of the dual
variables are updated by following a positive gradient flow:

um+1)=u(m) —a

Hm+ 1) = p(m) + p [g(y(m + D) + s(m + 1)] .

As a result, the optimization problem, in case of applying the
outlined FO approach, can be solved without the system model, h, and
without the measurements of the exogenous uncontrollable variables,
w.

3.2. Centralized implementation

This section presents a centralized implementation to solve (7) in
which a central controller computes the setpoints of the grid-former
devices based on their nodal voltages and current injections, v, and i.

First, the objective function of the centralized problem, J(v,i), is
formulated by aggregating all the individual cost functions Jy (v, i, i;)
related to the grid-former devices. This objective function can be
expressed in a matrix form as:

Jvi = (v=v*) Q(v—v*) +i"ARATi ®)

where v* is a column vector with the voltage references of all the
devices, Q is a diagonal matrix with the weighting factors used for pe-
nalizing the voltage deviations, A is the incidence matrix relating nodes
and branches, and R is a diagonal matrix with the weighting factors
used for penalizing the current differences. An explanatory example
clarifying how to build these matrices can be found in Appendix.

Once the objective function has been formulated, constraints (4) and
(5) can be written in terms of input and output variables, v and i, as
follows:

vel, Ci<d, 9

where C is a block diagonal matrix composed by terms C, and d is
a column vector described by terms d, which are formally defined
in Appendix.

Therefore, the centralized optimization problem can be formulated
in a compact form as:

¥ = arg minJ(v,i) (10)
v
stt. Ci<d
vel,

whose augmented Lagrangian is constructed as:

LV, W, p1,8) = JV,h(v,w)) + ' (Ch(v,w)—d +s5)
+ §||Ch(v,w>—d+s||§, an

where i has been substituted by (6) to formulate the problem in terms
of v.

The solution of (10) can be done by applying the FO technique
described in the previous section consisting on the following steps
which have been particularized for the mth iteration:

(i) The slack vector s is updated to minimize the augmented La-
grangian (11):
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Table 1
Iterative algorithm for the centralized approach.

Iterative algorithm

Initialization:

1: Set f, and y, ; for every k €V and j € N,.

2: Set v, =1 p.u. for every k € V and dispatch to the grid-forming devices.
3: Set u=0and s=0.

4: Compute sensitivity matrix H.

Iterative update:

Compute s according to (12).

Compute v according to (13).

Dispatch o, to the grid-forming devices.
Collect the measurements of i.

Update the value of u using (14).

YNNG

OL(v(m), w(m), u(m), s)
as

=0=>s(m) = —ly(m)—Ci(m)—d . (12)
4 +

(ii) The decision vector v is updated by following a gradient descent
flow:

0L(v, w(m), u(m),s(m + 1))
ov ’

where, relying on matrix differentiation properties, it is possible

to formulate the augmented Lagrangian sensitivities with respect

to the input variables as:

0L(v, w(m), u(m),s(m + 1))
ov

vim+1)=v(m) —a 13)

=2Q(v(m) — v*) + 2H" ARATi(m)
+H"CT [u(m) + p(Ci(m) — d + s(m + )],

being H the sensitivity matrix of the output variables i with
respect to the input signals v.

(i) The computed voltage setpoints v(m + 1) are dispatched to the
grid-forming devices and the current injections i(m + 1) are
measured and sent to the central controller once the steady-
state regime has been reached. Note that due to the fast dy-
namic response of the power electronic devices, the transient
response is expected to be quite short. Finally, the measurement
of the injected currents are used to update the dual variables by
following a gradient ascent direction:

um+1) = um)+p[Cim+1)—d +s(m+1)]. 14)

These steps are iteratively repeated according to the algorithm
summarized in Table 1 until the convergence to the optimal solution
is achieved.

Finally, it is important to note that the sensitivity matrix H is not
constant as the h(v, w) is a nonlinear function. Different methods to es-
timate this matrix can be used, e.g. considering a linear approximation
of the power flow equations [33] or applying a perturb-and-observe
method [34], being the latter used in this work. A detailed explanation
of the procedure followed to estimate the sensitivity matrix, along with
an explanatory example, is specified in Appendix. Moreover, the effect
of inaccurate estimations of H is discussed in Section 4.

3.3. Distributed solution

This section proposes a distributed implementation approach to
solve (7) as an alternative to the centralized methodology presented in
the previous section. In this case, the optimization problem is solved
in a distributed manner taking advantage of the computation and
communication capabilities within the controllable generation units.
The objective function related to the kth grid-forming device can be
formulated as:

T D) = v, — o) +iT AR AT, 15)
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where R, is a diagonal matrix, formally specified in the Appendix,
that contains the weighting factors used for penalizing the current
differences of the grid-forming device k with respect to their adjacent
ones. On the other hand, the constraints (4) and (6) are transformed
to:

v €Uy, Gy <dy

where C, is the kth diagonal block of matrix C and d, is the kth
block of column vector d. The augmented Lagrangian considering these
objective function and constraints can be formulated as:

LW, 8 = J 0 h(v, W) + )l (Cilh(v, w1, — dy +5;)
+ g [Clh(v, W)l — dy + ;]2 -

Then, it is a simple matter to check that the following equality is
fulfilled:

LV, W, u,8) = Z LV, W, Jy, Sg)

kev
where L(v,w, u,s) is the Lagrangian of centralized problem (10). There-
fore, the solution of the distributed implementation will be exactly the
same that the one of the centralized problem if each kth grid-forming
device computes its voltage v, according to:

0£j(v,w,;4j,sj) -0

)

>

= dauy,
with
oL (v,w,pu;,8;) 0J;(v;,i)
J 2 5j J T .
= +h  C: (u; +p(Cii; —d; +5s))), 16
EDD a0 ke (mj+p(Cji; —d; +5))) 16)
being
0J (v, 1) .
_’; Uk = 2B, (v, — v}) + 2HJ AR, AT,
k
aJ (v;,1)
— 7 — 2HTAR ATi,
vy, I

where H; and h; , are the jth column and j, k element of the sensitivity
matrix H respectively. Note that the inspection of (16) indicates the
information that must be shared by the controllable units in this dis-
tributed approach. With this regard, (16) has two terms corresponding
to the objective function and constraints respectively. On the one hand,
the constraint term has to be considered just when i ik # 0, asitis
multiplied by this sensitivity, which only happens in case of being the
controllable nodes j and k adjacent each other. On the other hand, and
regarding the objective function terms, note that J;(v,1) includes only
the currents injected by the adjacent controllable devices as shown in
(1). These currents, in turn, depend on the voltages of their correspond-
ing adjacent nodes. Therefore, the term J;(v, i) must be considered just
in case the nodes j and k are separated less or equal to two hops being
its value null otherwise. As a result, all the controllable devices must
share: (i) its injected current i, with other controllable sources within
2 hops and (ii) the Lagrange multipliers and slack variables, u; and
s;, with other controllable sources within 1 hop. It is worth pointing
out that an undirected communication network is used to exchange all
the required information among the grid-forming devices. Therefore the
information flows in both directions between each pair of controllable
grid-forming devices. Nevertheless, and for clarification purposes, an
explanatory example has been included in Appendix.

The primal-dual saddle-point algorithm is particularized to the
distributed approach as follows:

(i) The slack vector s, of each controllable grid-former device is
updated in such a way that the local augmented Lagrangian is
minimized:

sg(m+1) = —ll]yk(m)—Cki(m)+d . a7
+
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Table 2 Table 3
Iterative algorithm for the distributed approach. Parameters of the simple test case.
Iterative algorithm Parameter Value
Initialization: Rated dc voltage 380 V
1: Set f, and y, ; for every k €V and j € N,. R, line resistance 0.0844 Q
2: Set v, =1 p.u. for every k € ¥V and dispatch to the grid-forming devices. R, line resistance 0.2110 Q
3: Set y, =0 and s, =0. P, dc load 25 kW
4: Compute sensitivities H, for every k € V. Communication period 0.02 s
5: Exchange R, and H, with those nodes separated less or equal to two hops
form k.
Iterative update: 385
6: Compute s, according to (17).
7: Compute 7, according to (18).
8: Apply input signal 7, to the real system.
9: Measure i, and exchange it with the neighboring devices.
10: Update the value of y, using (19).
11: Exchange u, and s, with the neighboring devices.
e w——)
(% V2

Fig. 1. One-line diagram of the simple test case.

(i) The voltage v, is updated in each grid-former device as follows:

0L (v, W(m), p;(m),s;(m + 1))

s 18
o0 as)

vm+1)=v,(m)—a z

Jev

where terms 0L;(v, W, pu;,s;)/dv, have been previously defined
in (16).

(iii) The already computed voltage v,(m + 1) is set in each grid-
forming device and the current injections i, (m+ 1) are measured
and exchanged with the 2-hop neighboring generation units and
used to update the Lagrange multipliers as:

pe(m+ 1) = p(m) + p [Cpip(m+ 1) — dy +s,(m+ 1], 19

Once computed, the Lagrange multipliers along with the slack
variables, p,(m + 1) and s, (m + 1), are shared with the 1-hop
neighboring controllable grid-forming converters.

The method is iteratively repeated until the convergence has been
reached. The main steps of the distributed approach presented in this
section can be found in Table 2.

4. Performance assessment

This section provides the performance assessment of the centralized
and distributed implementations of the proposed algorithm in two DC
MGs. First, some explanatory examples are presented in a simple net-
work conformed by two grid-former devices supplying a load. Second,
a larger DC MG composed by 38 buses with 7 grid-former devices is
used to evidence the good performance and scalability of the proposed
methodology.

4.1. Simple test case

The simple test bench considered in this subsection is depicted in
Fig. 1, where the grid-former devices are connected to buses 1 and
2 while the load is connected to a node in between of them. The
main network parameters are listed in Table 3. It is assumed that the
grid-former devices have identical rated power with reference voltages
equal to the network rated voltage and, to evidence the dynamic
performance of the methodology, the load doubles its power demand
at t+ = 4.5 s. This simple network will allow to analyze the influence

T T T T

0 2 4 6 8 10
time (s)

Fig. 2. Influence of parameter « in the convergence rate of the algorithm (g, = 100.0
and Vi = 1.0).

of the algorithm parameters, i.e. the weighting factors of the objective
function and sensitivity matrix, which has been implemented in its
centralized version. In addition, it will be checked the current sharing
and voltage regulation capabilities in case of high-load conditions. In
this regard, note that the resistance between one grid-former device and
the load is different than the other one. Thus, it should be possible to
compare the suitability of the proposed method with the conventional
droop control [4].

4.1.1. Influence of the algorithm parameters

This section analyzes the effect of parameters a, f; and y, ; on the
convergence rate and steady-state solution of the proposed algorithm.

First, Fig. 2 shows the influence of the parameter « in the conver-
gence rate of the algorithm. Parameter « is used in the second step
of the algorithm to update the primal variables (13). Since primal
variables are directly applied to the grid-forming devices as voltage
setpoints, larger values of a imply larger variations in the control
signals and, consequently, faster convergence is achieved. Note that this
parameter only affects the convergence rate of the method, reaching the
same steady-state solution in all the cases.

Fig. 3 evaluates the effect of changing the ratio between the weight-
ing factors used within the cost function (1). Particularly, it depicts
the voltages and currents evolution for g, = 100 and different values
of y, ;. Note that the higher y, ; the better current sharing capability
at the cost of a larger voltage deviation with respect to the reference
value. On the contrary, nodal voltages are slightly deviated from their
reference value when y, ; takes lower values but to the detriment of
the load sharing between the grid-former devices. Thus, the tuning of
these weighting parameters makes it possible to achieve a required
compromise between both counterbalanced objectives.

4.1.2. Influence of sensitivity errors

As stated in Section 3, the FO technique exclusively relies on
the sensitivity of the injected currents with respect to the controlled
voltages. Therefore, it is neither required an in-depth knowledge of
the power flows in the system nor an accurate grid model. For the
estimation of this sensitivity matrix, this work proposes the use of a
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385
L -
> e N N R
380 ez
> N —
\_
375+ —— Y = 10.0 ; ! |
100 - Yoy =10 _
PR Y = 0.1 [.___
=
] — [
- k -
SR St —Bus 1 —Bus 2
0 2 4 6 8 10

time (s)

Fig. 3. Influence of the weighting factors (a = 0.0001, f, = 100): y,; = 10,1,0.1.

3851

Z 3801
> N
375

751 A

< 504

25<f —— Bus 2

0 2 4 6 8 10
time (s)

Fig. 4. Influence of the errors on the estimation of the sensitivity matrix (« = 0.0001,
7 = 10, f; = 100).

perturb-and-observe method. Its application, however, may lead to es-
timation errors on the sensitivity matrix which may affect the algorithm
performance. In order to assess this influence, five hundred simula-
tions with measurement errors both in the perturbed and observed
magnitudes have been carried out. The errors are characterized by a
normal distribution with zero mean and standard deviations of 10%
and 30% for the applied voltages and current injections, i.e., perturba-
tions and observed magnitudes, respectively. As a result, five hundred
different sensitivity matrices have been obtained which lead to different
algorithm performances. These simulations are depicted within Fig. 4
where f, = 100 and y,; = 10. The solid lines denote the evolution
of the voltage and current mean values, while the shadowed area
represents the envelope of the evolution of these magnitudes for the
99.7% of the simulated cases. Note that the voltage and the current
sharing deviations are within bands of 0.58% and 3.60% respectively.
Therefore, it is possible to conclude that the algorithm is robust to
errors in the estimation of the sensitivity matrix.

4.1.3. Performance with constrained variables

Now, the dynamic performance of the algorithm when current or
voltage constraints are violated is evaluated. The results are depicted
in Fig. 5 where an unconstrained scenario has been included for com-
parison purposes. The constrained scenario evaluates the algorithm
performance when a current limit i, = 50A is imposed to the grid-
former device connected at bus 1 (black dotted line). Note that after the
step change in the load, this current limit is overpassed. Consequently,
the control algorithm starts decreasing the current contribution of the
corresponding grid-former device to fulfill this constraint, whereas the
other controllable generator starts increasing its current to supply the
load.
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Fig. 5. Evolution of voltages and current injections for the unconstrained and
constrained scenarios (current constraint i, = 50A) (a = 0.0001, 7, ; =10, ; = 100).
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Fig. 6. Evolution of voltages and current injections. Left: unconstrained scenario. Right:
current constraint (i; = 50A). FO stands for the proposed approach and DSSC for that
presented in [35] (a =0.0001, 4, = 100 and y, ; = 10).

4.1.4. Comparison with similar approaches

Finally, the proposed method is compared with the one presented
in [35], where a secondary regulation of the network is introduced by
means of two independent controllers in charge of voltage regulation
and current sharing respectively. Using that approach instead of a
linear combination of both, the performance of the control strategy is
improved getting rid of coupling effects. A supervisory device switches
between both control laws based on the information collected by local
sensors. However, this strategy does not take into account constraints
in the problem, such as voltage or current limitations, which are
considered in the approach proposed in this paper. Fig. 6 compares
the performance of both approaches. In the left side, the evolution of
voltages and currents for the unconstrained scenario is shown. As it
can be seen, both methods behave similarly converging to almost the
same steady-state solution. In the right side of the figure it is shown the
evolution of the same magnitudes but with the constrained scenario
(maximum current of the grid-forming device at bus 1 set to 50 A).
Since the approach presented in [35] does not take into consideration
operational constraints, the current output of that grid-forming device
has been limited in the simulation. As a consequence, the device at
bus 2 increases its current injection to cover the load. However, unlike
the approach presented in this paper, the nodal voltages of both buses
decrease considerably.

4.2. Application to a larger dc system

In this section, the scalability of the proposed method is evaluated
on a larger system. In particular, the simulations are conducted on a DC
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Fig. 7. DC microgrid based on the CIGRE European LV benchmark distribution network including the communication infrastructure (green lines).

MG which has been adapted from the CIGRE European LV benchmark
distribution network [36]. The system topology and bus names remain
unaltered, as shown in Fig. 7 where the one-line diagram is represented,
but the network parameters have been accordingly modified for a DC
supply. Buses 0, Rg, R, R;5, Cs, Cy, and C;3 (blue buses) are endowed
with grid-former devices with a voltage reference of 380 V. Fig. 7
shows also the required undirected communication links between these
devices in the case of a distributed implementation of the proposed FO
control technique. For both centralized and distributed schemes, the
communication period is 100 ms. Loads (red buses) are connected to
nodes R11, R16, R17, R18, C12, C14, C17, C18, C19, C20 and I2 with
the power demands in kW detailed within brackets.

Furthermore, to test the dynamical response of the method, two
events are considered. First, an uncontrolled distributed generator is
connected to the bus R, at t = 5 s, transforming the net consumption
of 47 kW to an excess of generation of 5 kW. Second, an additional load
of 40 kW is connected to bus I, at r =10 s.

Centralized (solid lines) and distributed (green lines) implementa-
tions have been simulated with the results shown in Fig. 8. Particularly,
the evolution of the voltages and currents of the controllable devices
are detailed and compared with the results of a classical OPF (dotted
lines). In addition, it has been included a third plot representing the
difference of the nodal voltages at the controllable buses for centralized
and distributed implementations. As it can be seen, both centralized
and distributed approaches converge to the same result in steady state
being only slightly different during transient periods. As expected, the
centralized approach converges faster to the optimal solution because it
operates with global information. In addition, both strategies converge
to the OPF solution, i.e. achieving the optimal solution.

Finally, Fig. 9 represents a comparison of the distributed approach
when one of the grid-forming devices loses its communication ca-
pability. In particular, a communication failure is considered in the
grid-forming device connected to the bus R15 at r = 8 s, when the
steady state has been reached after the first load change. At this point,
this device keeps its output voltage constant, which leads to a lack of
injected current when the load increase at t+ = 10 s occurs, which has
been represented as the orange shaded area in Fig. 9. As a result of this
system malfunction, the rest of the grid-forming devices increase their
corresponding current injection to compensate this generation deficit.

5. Conclusion
This paper has presented a real-time control methodology for DC

MGs supplied by a set of controllable grid-forming devices. The method-
ology is based on Feedback Optimization (FO), which is able to solve an

R —
> Neees
375 | | | | | ] ,
380
> Seses

375 T T T T T T T

= 2004~
z = —

04 : : ] : : ! !
22001

04 , , , , ; ; ;
— ()

2 0.2 — R6

= — 10

e j‘r\ R15
0.0 V\ . [ i = :
— ()

2 0.2 o
= —_

w & C — 13
0.0 , — = | } , I

0 2 4 6 10 12 14

time (s)

Fig. 8. Simulation results for the larger-scale system when implementing the proposed
centralized approach (solid lines), the distributed approach (dashed lines) and a
classical offline OPF (dotted lines). & stands for the difference between centralized
and distributed control actions.

optimization problem subject to a set of constraints without requiring

a precise system model. Particularly, an objective function including
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Fig. 9. Simulation results for the larger-scale system comparing the injected currents
by grid-forming devices for normal operation and a communication failure of the
grid-former device in R15.

voltage regulation and current sharing between the controllable grid-
forming devices has been used along with operational constraints
dealing with voltage limits and rated currents of the controllable
generation.

The main advantages of the proposed FO technique to solve the
posed constrained optimization problem can be summarized as follows.
First, the solving procedure does not require a complete system model
to compute the optimal solution but just the sensitivity matrix of the
injected currents by the controllable generation units with respect to
the voltages. Second, the FO technique can be applied following either
a centralized or a distributed implementation. In the former case, each
grid-forming controllable device shares its local information with a
central controller in charge of solving the optimization problem and
dispatching the optimal voltage setpoints. Conversely, the distributed
approach solves in a distributed manner exactly the same optimiza-
tion problem. For this purpose, it is required to share information
between the controllable grid-forming devices. Nevertheless, it is worth
mentioning that the distributed implementation significantly reduces
the communication requirements. With this regard, note that each
controllable unit just requires the local information of the adjacent
devices within 2-hop distance.

The paper has included two test cases to evidence the good per-
formance of the FO technique. First, the simple test with just two
controllable units and a load has proven the good dynamic response
of the centralized approach, the influence of the weighting parameters
of the objective function, and the capability of the algorithm to cope
in a dynamic manner with the operational constraints. In addition,
this simple test has evidenced the robustness of the FO technique in
case of estimation errors on the sensitivity matrix, probably one of the
drawbacks of the methodology. With this regard, even in the case of
significant errors on the estimation of this matrix, the obtained optimal
solution has a reduced error with respect to its theoretical value. In
addition, it has been included an additional test case to show the
performance in a larger network with a larger number of controllable
units. Both centralized and distributed implementations converge to
the OPF solution computed using a full network model. In addition,
the dynamic performance of both implementations is quite similar,
revealing the high potential that the distributed implementation may
have in actual DC MGs due to the lower communication requirements.
With this regard, it has been also tested the failure of a communication
link of a controllable generation device in order to evidence the perfor-
mance of the algorithm with this contingency. As expected, the rest of
the controllable generation units take over the power mismatch of the
failed generation device.

Future research lines dealing with the application of the outlined FO
technique in DC MGs will focus on the incorporation of ampacity limits
as an additional operational constraint to the optimization problem.
Furthermore, the extension of the proposed method to that in which the
communication network among the grid-forming devices is defined by
a directed graph will be investigated. Additionally, the consideration of
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new objective functions that optimize economic aspects of the network
operation will be studied. Finally, the extension of this real-time control
approach to AC networks will be analyzed in future works.
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Appendix A. Formal mathematical formulation

This appendix is devoted to provide a formal mathematical for-
mulation of all the matrices used for the centralized and distributed
implementations of the proposed methodology.

The matrix formulation of the centralized approach given by (8) is
based on the following matrices for a DC MG comprising m branches
and n nodes:

* Q = diag(f;)ey: voltage weight matrix. It is a diagonal matrix
whose diagonal terms are the weighting parameters g, for every
keV.

A: incidence matrix. It is a nxm matrix that relates nodes and lines
in the network. In that way, the matrix elements are defined as:

1 if the /th link is incident to but directed
away from node k,

if the /th link is incident to but directed
towards node k,

0 if the /th link is not incident to.

ap =4-1

R: current sharing weight matrix. It is a m x m which can be
computed as:
R= )R,

kev

where matrices R, are mxm diagonal matrices with the following
matrix elements:

7k, if the /th line of the DC MG corresponds to
rpy = that between nodes k and j
0 otherwise

C: constraint matrix. It is a block diagonal matrix whose diagonal
terms are C;, = [1, —1]T where sub-index k makes reference to the
kth block diagonal element of the matrix.
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Fig. C.10. Simple 4-bus system with distributed communication layer.

+ d: constraint vector. It is a column vector conformed by terms
d, = [i;, i) where sub-index k refers to each of the k elements
of the vector.

Note that the matrix formulation of the distributed implementation
is based on the matrices R;, C, and d, which has been previously
defined.

Appendix B. Sensitivity matrix estimation

The sensitivity matrix H defines the influence of the variation of the
input variables, i.e. controllable voltages of the grid-forming devices
v, on the output variables, i.e. current injections of the grid-forming
devices i. For example, considering the example depicted in Fig. C.10
with four grid-forming devices, the sensitivity matrix can be formulated
as:

g iy dig  dip

vy vy dvy v
I T T
v vy dvy avs
Ji3 Jiy diy i3
dg  ov vy dvy

To estimate each of matrix terms, the following steps are required.
First, it is assumed that all the grid-forming devices are operating in
steady state defined by a set of voltages v, and currents i,. Next, a vari-
ation in the voltage setpoint of one grid-forming device is performed,
e.g. 4v, while maintaining the setpoints of the rest. The new current
injections are collected and compared with their previous values ob-
taining the corresponding variations 4i,. The quotient between current
and voltage variations constitute the terms in matrix H. This procedure
is iteratively repeated for each grid-forming device within the DC MG
until all the terms of the sensitivity matrix are obtained.

It is important to highlight that this procedure can be simplified.
Note that current injections of devices depend only on voltage varia-
tions of neighboring grid-forming devices and the device itself. Thus,
for instance, in the example depicted in Fig. C.10, i is only sensitive to
variations of v, or v, being zero otherwise. In that way, the sensitivity
terms di,/dv; for j # k, N, can be set to zero a priori, being only
necessary to compute the rest of the terms of the sensitivity matrix.

Appendix C. Explanatory example

Consider the network example depicted in Fig. C.10 where four
grid-forming devices are considered. The decision vector is defined as
v = [vy, Uy, Uy, 03] while the output signals are current injections
i=[ig, iy, ig, i3]

Based on these input and output vectors, the matrices used in the
centralized implementation expressed by (8) are:

[1 0 o fp O 0 O
-1 1 0 0 f 0 0
A= =
0 -1 1| Q 0 0 p O
0 0 -1 0 0 0 B
_70,1 +710 0 0
R= 0 Y12+ 7121 0
0 0 723+ 732
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The current constraints are defined by Ci < d where

C, 0 0 0 d,
o ¢ o o _a
€=lo o C, 0 d= 4|

0 0 0 G d,

with C, = [1, =117 and d, = [i, i,]" for every k € {0,1,2,3}.
Conversely, the matrices used in the distributed approach formu-
lated by (15) for each grid-forming device are:

0,1 0 0 71,0 0 0
Ro=| 0 0 0|, R=[0 5, ol
0 0 0 0 0 0
0 0 0 0 0 0
R,={0 1, 0| Ry=[0 0 o]
0 0 73 0 0 13

Note that R = Ry +R; +R, +R;. In addition, the current constraints are
included using the previously defined matrices C, and d,. Using these
matrices, and for illustration purposes, the optimization problem of
the grid-forming controllable devices connected to bus 0 is formulated.
Basically, it is required to minimize (15) being required the following
derivatives of the Lagrangian functions with respect to the control
voltage vg:

oL,
a_o = 2fg(vg — v) + 270,1 (ho — hy 0)ig — i)
Vo
+ ho,ocg (Mo + p(Coip — dg +59)) »
oL
a—l = 2y10(h1o = hop)(iy — ig) + 271 2h1 (i} — ip)
Vo
+ hl,()C-lr (ﬂl +p(Cyiy —d, +51)) s
oL, . .
a0 - —2y31hy0lia — i),
YN
et RS
oy,

Note that, as previously stated in Section 3.3, since the sensitivity
of the nodal voltage v, to current injections i, and i3 is equal to zero,
it is possible to state that:

* Local constraints of grid-forming devices connected at buses 2 and
3 are not included in the computations of the controllable unit
connected at bus 0 since they are not 1-hop adjacent devices.

+ Current injection of the controllable unit connected to the bus 3
is not required in the computations of the controllable unit at bus
0 since only the currents of those controllable devices connected
within 2-hop adjacent nodes are required.
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