# Interpreting clusters via prototype optimization ${ }^{\text {T }}$ 

Emilio Carrizosa ${ }^{\text {a }}$, Kseniia Kurishchenko ${ }^{\text {b,* }}$, Alfredo Marín ${ }^{\text {c }}$, Dolores Romero Morales ${ }^{\text {b }}$<br>${ }^{\text {a }}$ Instituto de Matemáticas de la Universidad de Sevilla, Seville, Spain<br>${ }^{\mathrm{b}}$ Department of Economics, Copenhagen Business School, Frederiksberg, Denmark<br>${ }^{\text {c }}$ Departamento de Estadística e Investigación Operativa, Universidad de Murcia, Murcia, Spain

## A R T I CLE INFO

## Article history:

Received 12 February 2021
Accepted 8 September 2021
Available online 23 September 2021

## Keywords:

Machine Learning
Interpretability
Cluster Analysis
Prototypes
Mixed-Integer Programming


#### Abstract

In this paper, we tackle the problem of enhancing the interpretability of the results of Cluster Analysis. Our goal is to find an explanation for each cluster, such that clusters are characterized as precisely and distinctively as possible, i.e., the explanation is fulfilled by as many as possible individuals of the corresponding cluster, true positive cases, and by as few as possible individuals in the remaining clusters, false positive cases. We assume that a dissimilarity between the individuals is given, and propose distance-based explanations, namely those defined by individuals that are close to its so-called prototype. To find the set of prototypes, we address the biobjective optimization problem that maximizes the total number of true positive cases across all clusters and minimizes the total number of false positive cases, while controlling the true positive rate as well as the false positive rate in each cluster. We develop two mathematical optimization models, inspired by classic Location Analysis problems, that differ in the way individuals are allocated to prototypes. We illustrate the explanations provided by these models and their accuracy in both real-life data as well as simulated data.
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## 1. Introduction

With the growing popularity of machine learning methods in data driven decision making, their complexity is increasing too. This may harm interpretability, a desirable property that is sought in many domains, e.g., credit scoring, medical diagnosis, and regulatory benchmarking [1-7], but also imposed in the European Union's new General Data Protection Regulation (GDPR) [8] when citizens are subject to algorithmic decision making. There have been some attempts to enhance the interpretability of Supervised Learning methods [9,10], e.g., an interpretable version of random forest [11], support vector machines [12], and deep learning [13]. This paper is devoted to the interpretability of one of the most popular Unsupervised Learning methods, namely, Cluster Analysis [14]. The need of interpretability in Cluster Analysis arises in many applications, such as security [15], internet traffic [16], finance [17], sales profiling [18], and astronomy [19].

[^0]There are two ways of enhancing interpretability in Cluster Analysis: intrinsic models and post-hoc models. Intrinsic models build simultaneously clusters and their explanations [20,21], while post-approaches are needed to interpret existing clusters, that have been built in the past, and for which we only have a label for each individual. Throughout this section, we will use a running example with clusters given, namely the real-world dataset containing 12 countries about the opinions of political science students, see Table 1. In [22], three clusters are given for this dataset, cluster 1 composed by Belgium, Egypt, France, Israel, and USA; cluster 2 with Brasil, India, and Zaire; and cluster 3 with China, Cuba, USSR, and Yugoslavia.

There are some works in the literature on post-hoc approaches. In [23], the authors assume that the individuals have been evaluated on a set of features and propose rule-based explanations. There are also ad-hoc approaches as those in, e.g., [24-26], for specific types of data. In this paper, we propose a post-hoc approach for interpreting clusters via means of prototypes.

Our starting point is the predefined clusters in $\mathcal{C}$, which have been obtained applying a clustering procedure to the set of individuals $\mathcal{N}$ [27-33]. We propose a methodology to improve the interpretability of the results of Cluster Analysis, by giving an explanation to each cluster $c \in \mathcal{C}$ that characterizes as precisely and distinctively as possible $c$. In other words, the explanation is to be

Table 1
Dissimilarities on opinions of political science students between the 12 countries in our running example, [22].

| Country | Dissimilarities to other countries |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Belgium | Brasil | China | Cuba | Egypt | France | India | Israel | USA | USSR | Yugoslavia |
| Brasil | 5.58 |  |  |  |  |  |  |  |  |  |  |
| China | 7.00 | 6.50 |  |  |  |  |  |  |  |  |  |
| Cuba | 7.08 | 7.00 | 3.83 |  |  |  |  |  |  |  |  |
| Egypt | 4.83 | 5.08 | 8.17 | 5.83 |  |  |  |  |  |  |  |
| France | 2.17 | 5.75 | 6.67 | 6.92 | 4.92 |  |  |  |  |  |  |
| India | 6.42 | 5.00 | 5.58 | 6.00 | 4.67 | 6.42 |  |  |  |  |  |
| Israel | 3.42 | 5.50 | 6.42 | 6.42 | 5.00 | 3.92 | 6.17 |  |  |  |  |
| USA | 2.50 | 4.92 | 6.25 | 7.33 | 4.50 | 2.25 | 6.33 | 2.75 |  |  |  |
| USSR | 6.08 | 6.67 | 4.25 | 2.67 | 6.00 | 6.17 | 6.17 | 6.92 | 6.17 |  |  |
| Yugoslavia | 5.25 | 6.83 | 4.50 | 3.75 | 5.75 | 5.42 | 6.08 | 5.83 | 6.67 | 3.67 |  |
| Zaire | 4.75 | 3.00 | 6.08 | 6.67 | 5.00 | 5.58 | 4.83 | 6.17 | 5.67 | 6.50 | 6.92 |

fulfilled by as many as possible individuals of $c$ (and these will be referred to as true positive cases) and by as few as possible individuals in the remaining clusters (which will be referred to as false positive cases).

Our explanations are distance-based, as in clustering procedures attempting to partition the set of individuals such that individuals that are close to each other are allocated to the same cluster, whereas individuals that are far from each other are expected to be in different clusters. It is then natural to explain cluster $c$ following a distance-based explanation such as

## $c$ is the set of individuals of $\mathcal{N}$ that are close to <br> a given individual $i$.

To define distance-based explanations, we assume we are given a dissimilarity $\delta$ to measure the closeness between individuals [34]. The dissimilarity between the 12 countries in our running example is given in Table 1. Note that, in general, $\delta$ does not need to be the dissimilarity used to construct the clusters in $\mathcal{C}$. Actually, that dissimilarity may not be available to us.

How well this explains cluster $c$ depends on the choice of individual $i$ to which we will refer as the prototype of cluster $c[35,36]$, in other words, the "face" chosen for the cluster. Our aim is to select the set of prototypes that maximizes the total number of true positive cases across all clusters and minimizes the total number of false positive cases while controlling the true positive rate as well as the false positive rate in each cluster. With the methodology proposed in this paper, the chosen prototypes for our example are: France for cluster 1, Brasil for cluster 2, and Yugoslavia for cluster 3 . For cluster 1, all 5 countries are true positive cases, while none of the 7 countries in the other two clusters are false positive cases, yielding to the ideal quality of the explanation, namely $100 \%$ true positive rate and $0 \%$ false positive rate. The same holds for the other two clusters.

In general, one cannot expect to find perfect explanations. In Fig. 1, we can see that by trying to improve the number of true positive cases of an explanation we may harm the number of false positive cases. There we have two clusters, cluster 1 with 5 individuals represented by a red star and cluster 2 with 4 individuals represented by a blue star. If we look at the explanation in Fig. 1a for cluster 1 , the circle in red containing 4 of the individuals from cluster 1 and none from cluster 2 , we see that there are 4 true positive cases (or, equivalently, an $80 \%$ true positive rate) and 0 false positive cases (or, equivalently, a $0 \%$ false positive rate), while for the alternative explanation for cluster 1 in Fig. 1b, the number of true positive cases has increased to 5 (achieving a $100 \%$ true positive rate) but the number of false positive cases has gone up to 1 ( $25 \%$ false positive rate).

To find the set of prototypes, we propose two mathematical optimization models, the covering and the partitioning ones, inspired by classic Location Analysis problems, namely the covering
[37] and the p-median problems $[38,39]$. In the covering model, a cluster is explained as the individuals whose distance to its prototype is below a threshold value, i.e., the explanation of cluster $c$ can be visualized as the ball in the distance $\delta$ centered at its prototype and radius equal to the corresponding threshold value. Instead, in the set-partitioning model, cluster $c$ is explained as the individuals that are the closest to the prototype of $c$ than to the prototypes of the other clusters. In this case, the explanations can be visualized as Voronoi diagrams. For both models, we provide a Mixed Integer Linear Programming (MILP) formulation, where in the covering one, in addition to the prototypes, we need to decide the size of the radii.

The remainder of the paper is organized as follows. Section 2 presents the covering model, while Section 3 the partitioning model. Section 4 provides numerical results for reallife data as well as simulated data. Section 5 summarizes the paper and proposes future lines of research.

## 2. The covering model

In this model, given a cluster $c$, a prototype $i$, an individual will be considered covered by cluster $c$ if it is close enough to $i$. By close enough we mean that their dissimilarity is below a threshold value $r_{c}$, which is the coverage radius. Our aim is thus to find the prototypes and the cluster radii. Observe that, with this approach, an individual could be covered by more than one cluster if some of the radii are large, while some individuals may not be covered by any cluster when the radii are small. We obtain an MILP formulation for this problem, which is separable on the clusters. We show how the radii can only take on a discrete amount of values, and give an alternative Integer Programming (IP) formulation for a fixed radius. We focus on the most interpretable case in which only one prototype per cluster is to be selected. The extension to more than one prototype is straightforward.

Let us introduce the problem more formally. We are given a clustering $\mathcal{C}$ obtained from splitting the individuals in $\mathcal{N}, \mathcal{N}=$ $\bigcup_{c \in \mathcal{C}} \mathcal{N}_{c}$. The prototype of cluster $c$ is chosen from set $\mathcal{I}_{c} \subseteq \mathcal{N}_{c}$, with $\mathcal{I}=\bigcup_{c \in \mathcal{C}} \mathcal{I}_{\mathcal{C}}$. We are also given the dissimilarity between prototype $i$ and individual $n$, $\delta_{i n}$, for every $i \in \mathcal{I}$ and $n \in \mathcal{N}$. This dissimilarity does not need to be the one that was used to construct the clusters. As pointed out in the introduction, we may have been given only clusters, and neither the method nor the dissimilarity used to build them.

Let $r_{c}$ be the radius of the explanation chosen for cluster $c$. For $i \in \mathcal{I}_{c}$, let $\pi_{i n}$ be the binary decision variable which takes on the value 1 if $n \in \mathcal{N}$ lies in the ball of radius $r_{c}$ centered at prototype $i \in \mathcal{I}$, and 0 otherwise. Moreover, let $z_{i}$ be the binary decision variable which takes on the value 1 if $i$ is chosen as prototype and 0 otherwise. Throughout the paper, we use bold typesetting to denote the vectors, e.g., $\mathbf{r}=\left(r_{c}\right)_{c \in \mathcal{C}}$.


Fig. 1. Illustration of the trade-off between true positive and false positive cases.

With these variables, the number of true positive cases in cluster $c$ is equal to $\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \pi_{i n} z_{i}$ and the True Positive Rate ( $\mathrm{TPR}_{c}$ ) is
$\operatorname{TPR}_{c}=\frac{\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \pi_{i n} z_{i}}{\left|\mathcal{N}_{c}\right|}$,
while the number of false positive cases in cluster $c$ is equal to $\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \pi_{i n} z_{i}$ and the False Positive Rate $\left(\mathrm{FPR}_{c}\right)$ is
$\mathrm{FPR}_{c}=\frac{\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \pi_{i n} z_{i}}{\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|}$.
The covering model reads as follows:
$\max _{\mathbf{z}, \boldsymbol{\pi}, \mathbf{r}} \sum_{c \in \mathcal{C}} \sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \pi_{i n} z_{i}-\theta \sum_{c \in \mathcal{C}} \sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \pi_{i n} z_{i}$
s.t. $\quad \sum_{i \in \mathcal{I}_{c}} z_{i}=1, \forall c \in \mathcal{C}$
$r_{c} \geq \delta_{i n} \pi_{i n}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}_{c}, \forall c \in \mathcal{C}$
$r_{c} \leq \delta_{i n}+\left(r_{c}^{\max }-\delta_{i n}\right) \pi_{i n}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N} \backslash \mathcal{N}_{c}, \forall c \in \mathcal{C}$
$\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \pi_{i n} z_{i} \geq\left\lceil\lambda_{c}\left|\mathcal{N}_{c}\right|\right\rceil, \forall c \in \mathcal{C}$
$\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \pi_{i n} z_{i} \leq\left\lfloor\mu_{c}\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|\right\rfloor, \forall c \in \mathcal{C}$
$r_{c}^{\min } \leq r_{c} \leq r_{c}^{\max }, \forall c \in \mathcal{C}$
$z_{i} \in\{0,1\}, \forall i \in \mathcal{I}_{c}, \forall c \in \mathcal{C}$
$\pi_{i n} \in\{0,1\}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$.
The objective function is equal to the total number of true positive cases across all clusters minus the total number of false positive cases weighted by the trade-off parameter $\theta \geq 0$. Constraints (4) ensure that one single prototype is chosen for each cluster. Constraints (5) and (6) ensure that the decision variables $\pi_{i n}$ are well defined. Note that because of the shape of the objective function, for $n \in \mathcal{N}_{c}$, we only need to ensure that if $r_{c}<\delta_{\text {in }}$ then $\pi_{\text {in }}=0$, which is done by constraint (5). For $n \in \mathcal{N} \backslash \mathcal{N}_{c}$, we only
need to ensure that if $r_{c}>\delta_{i n}$ then $\pi_{i n}=1$, which is done by constraints (6). Note that if $r_{c}=\delta_{\text {in }}$ then $\pi_{\text {in }}=1$ for individuals inside the cluster $c$ and $\pi_{i n}=0$ for individuals outside the cluster $c$. It is easy to see that constraints (7) control the true positive rate in cluster $c, \operatorname{TPR}_{c}$, via the parameter $\lambda_{c} \in[0,1]$. Similarly, constraints (8) control the false positive rate in cluster $c, \mathrm{FPR}_{c}$, via the parameter $\mu_{c} \in[0,1]$. Finally, constraints (9)-(11) define the nature of the decision variables. The radius of cluster $c$ is bounded from below and above by $r_{c}^{\min }$ and $r_{c}^{\text {max }}$, respectively. Straightforward values for these parameters are $r_{c}^{\min }=\min _{(i, n) \in \mathcal{I}_{c} \times \mathcal{N}_{c}, i \neq n} \delta_{i n}$ and $r_{c}^{\max }=\max _{(i, n) \in \mathcal{I}_{c} \times \mathcal{N}_{c}} \delta_{i n}$.

Note that the objective function contains the total number of true and false positive cases across all clusters, while constraints (7)-(8) allow us to control these two criteria in each cluster. These constraints can be useful when we want to prioritize how well we explain certain clusters, or when the clusters are of very different size and we want to ensure a good performance independently of their size, as we do in the numerical section for the real-world dataset.

In formulation (3)-(11), we have the product of two decision variables, i.e., $\pi_{i n}$ and $z_{i}$, which makes the problem bi-linear. We can obtain an equivalent MILP formulation, by applying the Fortet transformation [40]. Let us introduce the new decision variable $y_{i n}=\pi_{i n} z_{i}$ and the following constraints to ensure $y_{i n}$ is welldefined:
$y_{i n} \leq \pi_{i n}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$
$y_{i n} \leq z_{i}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$
$y_{i n} \geq \pi_{i n}+z_{i}-1, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$
$y_{i n} \in\{0,1\}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$.
The covering model (3)-(15) has been formulated as an MILP with $2|\mathcal{I}| \times|\mathcal{N}|+|\mathcal{I}|$ binary and $|\mathcal{C}|$ continuous decision variables, and $4|\mathcal{I}| \times|\mathcal{N}|+4|\mathcal{C}|$ linear constraints. Note that this MILP formulation is separable on the clusters. Indeed, the objective function consists of a summation across the clusters of the number of true positive cases minus the number of false positive cases weighted by $\theta$. Similarly, the constraints relevant to $c$ only involve decision variables relating to $c$.

We have modeled the radius of cluster $c, r_{c}$, as a continuous variable. However, it is easy to show that we only need to consider a discrete amount of values, namely, $r_{c} \in\left\{\delta_{i n}, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}_{c}\right\}$. Suppose that we solve the covering model for one of these values. Since the radius is fixed, the values of $\pi_{i n}$ are known and can

 axis, temperatures are along the vertical axis. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
be calculated in a preprocessing step, as well as the true positive cases and false positive cases associated with $i$ if $i$ is chosen as a prototype.

Let us denote by $\pi_{i n}^{r}$ the value of $\pi_{i n}$ when the radius of cluster $c, r_{c}$, is fixed to $r$. Let us define
$\phi_{i c}^{r}=\sum_{n \in \mathcal{N}_{c}} \pi_{i n}^{r}$,
$\psi_{i c}^{r}=\sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \pi_{i n}^{r}$.
With this, the covering model for cluster $c$ and radius $r_{c}=r$ can be formulated as follows:
$\max _{\mathbf{z}} \sum_{i \in \mathcal{I}_{c}} \phi_{i c}^{r} z_{i}-\theta \sum_{i \in \mathcal{I}_{c}} \psi_{i c}^{r} z_{i}$
s.t. $\quad \sum_{i \in \mathcal{I}_{c}} z_{i}=1$
$\sum_{i \in \mathcal{I}_{c}} \phi_{i c}^{r} z_{i} \geq\left\lceil\lambda_{c}\left|\mathcal{N}_{c}\right|\right\rceil$,
$\sum_{i \in \mathcal{I}_{c}} \psi_{i c}^{r} z_{i} \leq\left\lfloor\mu_{c}\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|\right\rfloor$,
$z_{i} \in\{0,1\}, \forall i \in \mathcal{I}_{c}$.
Note that the set of candidates to prototype for cluster $c, \mathcal{I}_{c}$, can be reduced to $\mathcal{I}_{c}^{\prime} \subset \mathcal{I}_{c}$. Some candidates can be removed because $\phi_{i c}^{r}<\left\lceil\lambda_{c}\left|\mathcal{N}_{c}\right|\right\rceil$ and others because $\psi_{i c}^{r}>\left\lfloor\mu_{c}\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|\right\rfloor$. After reducing the set of candidates from $\mathcal{I}_{c}$ to $\mathcal{I}_{c}^{\prime}$, we can eliminate constraints (18) and (19), and the problem is equivalent to choosing the prototype from $\mathcal{I}_{c}^{\prime}$ with the largest $\phi_{i c}^{r}-\theta \psi_{i c}^{r}$.

To tackle large instances of the problem, i.e., with many individuals, we can combine our covering model with a sampling procedure from the set of individuals and/or the set of candidates to prototype. Indeed, we can sample from the set of candidates to prototype for cluster $c$, yielding $\tilde{\mathcal{I}}_{c} \subset \mathcal{I}_{c}$, for all $c$, and/or sample from the set of individuals from cluster $c$, yielding $\tilde{\mathcal{N}}_{c} \subset \mathcal{N}_{c}$, and solve the reduced covering model. Let $z_{i}^{\mathrm{R}}$ and $r_{c}^{\mathrm{R}}, i \in \tilde{\mathcal{I}}_{c}$ and $c \in \mathcal{C}$, be the chosen prototypes and the chosen radii of the reduced problem if this is feasible. We can use this partial solution to find a feasible solution to the original problem, $\left(\mathbf{z}^{\mathrm{O}}, \boldsymbol{\pi}^{\mathrm{O}}, \mathbf{r}^{\mathrm{O}}\right)$ with $\mathbf{z}^{\mathrm{O}}=\mathbf{z}^{\mathrm{R}}$


Fig. 3. Simulated data in $\mathbb{R}^{2}$ with three clusters.
and $\mathbf{r}^{\mathrm{O}}=\mathbf{r}^{\mathrm{R}}$, satisfying constraints (7), imposing a lower bound on $\mathrm{TPR}_{c}$, and constraints (8), imposing an upper bound on $\mathrm{FPR}_{c}$. Needless to say that this approach may not yield a feasible solution to the original problem, and we may need to sample more or make the values of $\lambda_{c}$ and $\mu_{c}$ less restrictive.

## 3. The partitioning model

An alternative way of explaining clusters by means of prototypes is the partitioning model. In this case, each individual is assigned to exactly one prototype, namely the closest one. To do this, in addition to the $z_{i}$ variables defined as before, we also need the binary variables $\rho_{\text {in }}$ that allocate individuals to prototypes. Let $\rho_{\text {in }}$ take on the value 1 if prototype $i$ is the closest one to individual $n$ from the chosen ones, and 0 otherwise. With these variables, the number of true positive cases in cluster $c$ is equal to $\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \rho_{i n}$ and
$\operatorname{TPR}_{c}=\frac{\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \rho_{i n}}{\left|\mathcal{N}_{c}\right|}$,


Fig. 4. For each cluster of the Canadian weather data, the true positive ratio and false positive ratio given by the covering model when $\lambda$ and $\mu$ vary on a grid in $[0,1] \times[0,1]$.
while the number of false positive cases in cluster $c$ is equal to $\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \rho_{\text {in }}$ and
$\operatorname{FPR}_{c}=\frac{\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash N_{c}} \rho_{i n}}{\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|}$.
The partitioning model reads as follows:
$\max _{\mathbf{z}, \boldsymbol{\rho}} \sum_{c \in \mathcal{C}} \sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \rho_{i n}-\theta \sum_{c \in \mathcal{C}} \sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \rho_{i n}$
s.t. $\quad \sum_{i \in \mathcal{I}_{c}} z_{i}=1, \forall c \in \mathcal{C}$

$$
\begin{align*}
& \sum_{j \in \mathcal{I}_{c}: \delta_{j n} \leq \delta_{\text {in }}} z_{j}+\sum_{j \in \mathcal{I}: \delta_{\text {jn }}>\delta_{\text {in }}} \rho_{j n} \leq 1, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}  \tag{25}\\
& \rho_{\text {in }} \leq z_{i}, \forall(i, n) \in \mathcal{I} \times \mathcal{N}  \tag{26}\\
& \sum_{i \in \mathcal{I}} \rho_{\text {in }}=1, \forall n \in \mathcal{N} \tag{27}
\end{align*}
$$

$\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \rho_{i n} \geq\left\lceil\lambda_{c}\left|\mathcal{N}_{c}\right|\right\rceil, \forall c \in \mathcal{C}$
$\sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N} \backslash \mathcal{N}_{c}} \rho_{i n} \leq\left\lfloor\mu_{c}\left|\mathcal{N} \backslash \mathcal{N}_{c}\right|\right\rfloor, \forall c \in \mathcal{C}$
$z_{i} \in\{0,1\}, \forall i \in \mathcal{I}$
$\rho_{\text {in }} \in\{0,1\}, \forall(i, n) \in \mathcal{I} \times \mathcal{N}$.
The objective function (23) is as in the covering model, as well as constraints (24) ensuring that we choose exactly one prototype for cluster $c$ and constraints (28)-(29) controlling $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$ for all $c \in \mathcal{C}$. Constraints (25) are the closest assignment constraints and reinforce [41] using the fact that, for each cluster, only one prototype is chosen. These constraints make sure that if individual $n$ is assigned to a prototype, then there cannot be another prototype closer to $n$. Constraints (26) ensure that individuals are assigned to prototypes that have been selected. Constraints (27) impose that the model assigns each individual to a single prototype. Constraints (30)-(31) define the nature of the decision variables. Note that the integrality constraint on variable $\rho_{i n}$ can be relaxed to $\rho_{\text {in }} \geq 0$ without loss of optimality, while in the objective function it is enough to maximize $\sum_{c \in \mathcal{C}} \sum_{i \in \mathcal{I}_{c}} \sum_{n \in \mathcal{N}_{c}} \rho_{i n}$ thanks to constraints (27). The partitioning model (23)-(31) has been written as an MILP problem with $|\mathcal{I}| \times|\mathcal{N}|+|\mathcal{I}|$ binary decision variables and $2|\mathcal{I}| \times|\mathcal{N}|+3|\mathcal{C}|+|\mathcal{N}|$ linear constraints.

In the model above we have chosen one prototype per cluster. If we were to choose more than one, we will obviously need to change the right-hand side of constraints (24), as well as replace (25) by the original [41] constraints
$z_{i}+\sum_{j \in \mathcal{I}: \delta_{i n}<\delta_{j n}} \rho_{j n} \leq 1, \forall(i, n) \in \mathcal{I}_{c} \times \mathcal{N}, \forall c \in \mathcal{C}$.
Note that there is a clear difference between the partitioning model (23)-(31) and the covering model introduced in the previous section. To define the explanations in the partitioning model, we need to know the prototypes for all clusters, while with the covering model, due to its separability on the clusters, we can obtain explanations for one single cluster without knowing prototypes from other clusters. Nevertheless, to tackle large instances of the problem with many individuals, we can use a similar approach as in Section 2, namely, we can reduce the size of the model that finds the prototypes by sampling in the set of individuals and/or the set of candidates to prototype.

## 4. Numerical results

In this section, we illustrate the quality of the cluster explanations provided by the covering and the partitioning models using both real-life data and simulated data. We measure the goodness of cluster explanations by the true positive ratio $\mathrm{TPR}_{c}$ and the false positive ratio $\mathrm{FPR}_{c}$ in each of the clusters, defined in (1) and (2) for the covering problem and in (21) and (22) for


Fig. 5. The chosen prototypes for the Canadian weather dataset highlighted in boldface, with $\lambda=0.80$ and $\mu=0.20$, for the covering model. The lines of the same color as the cluster denote true positive cases; the lines of color different from the one of the cluster denote false positive cases; the dashed lines of the same color as the cluster denote false negative cases.
the partitioning problem. The explanations are obtained assuming that $\lambda=\lambda_{1}=\ldots=\lambda_{|\mathcal{C}|}$ and $\mu=\mu_{1}=\ldots=\mu_{|\mathcal{C}|}$. This means that throughout this section, and with loss of generality, we impose the same requirements on $\mathrm{TPR}_{c}$ to all clusters, as well as on $\mathrm{FPR}_{c}$.

We have set the parameter in the objective function of the covering model, $\theta$, which weighs between the total number of true positive cases and false positive ones, equal to 1 . This parameter does not play a role in the partitioning model as pointed out in Section 3, where we maximize the total number of true positive cases subject to the performance constraints on $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$. To illustrate the tradeoff between $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$, we vary the parameters $\lambda$ and $\mu$ on a grid in $[0,1] \times[0,1]$.

As real-life data, we use functional data relating to Canadian weather data, see Fig. 2 and Section 4.1, publicly available in the $R$ package fda [42].

With this data we illustrate that our approach can generate good explanations, i.e., with high $\mathrm{TPR}_{c}$ and with low $\mathrm{FPR}_{c}$, and that for some of the clusters we even obtain perfect explanations, i.e., with $\mathrm{TPR}_{c}=1$ and $\mathrm{FPR}_{c}=0$. Our grid results illustrate how by increasing the requirements on $\mathrm{TPR}_{c}$ through the parameter $\lambda$, we have to compromise the $\mathrm{FPR}_{c}$ of some clusters. In terms of simulated data, we use synthetic clusters in $\mathbb{R}^{2}$, see Fig. 3 and

Section 4.2, and illustrate how our approach achieves good explanations in terms of $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$, even for large number of individuals $|\mathcal{N}|$.

To solve the mathematical optimization models arising we use Gurobi [43] with Python [44] on a PC Intel®Core TM i7-8665U, 16GB of RAM. We have imposed a time limit of 300 seconds to each optimization model. Within this time limit, in our numerical results below, we have been able to prove optimality or to show that the problem is infeasible.

### 4.1. Results for real-life data

The Canadian weather data contains 365 days of temperature observations for $|\mathcal{N}|=35$ cities grouped into $|\mathcal{C}|=4$ types of climates: Atlantic $\left(\left|\mathcal{N}_{\text {Atlantic }}\right|=15\right)$, Continental $\left(\left|\mathcal{N}_{\text {Continental }}\right|=\right.$ 12), Pacific $\left(\left|\mathcal{N}_{\text {Pacific }}\right|=5\right)$, and Arctic $\left(\left|\mathcal{N}_{\text {Artic }}\right|=3\right)$. The data are depicted in Fig. 2, where the clusters are identified by a color, namely, blue for Atlantic, pink for Continental, red for Pacific, and green for Arctic. To build the dissimilarity measure, we use a vectorial representation of each observation with the 365 daily temperatures. We measure the dissimilarity between $n$ and $i$ as the Euclidean distance between the corresponding vectors of


Fig. 6. For each cluster of the Canadian weather data, the true positive ratio and false positive ratio given by the partitioning model when $\lambda$ and $\mu$ vary on a grid in $[0,1] \times[0,1]$.
temperatures. In both the covering and the partitioning models, we consider $\mathcal{I}=\mathcal{N}$, i.e., all individuals are candidates to prototype.

To illustrate the tradeoff between $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$ for each cluster, we vary $\lambda$ and $\mu$ on a grid in $[0,1] \times[0,1]$, namely, $\lambda, \mu \in$ $\{0.0,0.1,0.2, \ldots, 1.0\}$. Recall that we impose the same requirements on $\mathrm{TPR}_{c}$ as well as on $\mathrm{FPR}_{c}$ to all clusters independently of their size, avoiding thus that our approach is significantly biased towards those clusters with most individuals. The results for the covering model can be found in Fig. 4, where we report the $\mathrm{TPR}_{c}$ and the $\mathrm{FPR}_{c}$ for each cluster, separately. We use a white background to denote a combination of $(\lambda, \mu)$ for which the corresponding model is infeasible, i.e., no explanation can be found ensuring a $\operatorname{TPR}_{c}$ of at least $\lambda$ and a $\operatorname{FPR}_{c}$ of at most $\mu$, for each
of the clusters. In general, the covering model finds good explanations, i.e., explanations that have an attractive tradeoff between $\mathrm{TPR}_{c}$ and FPR c for all the clusters. This is the case for $(\lambda, \mu)=(0.80,0.20)$, for which $\operatorname{TPR}_{\text {Atlantic }}=0.80, \mathrm{TPR}_{\text {Continental }}=$ $0.92, \mathrm{TPR}_{\text {Pacific }}=0.80$ and $\mathrm{TPR}_{\text {Artic }}=1.00$, while $\mathrm{FPR}_{\text {Atlantic }}=0.00$, $\mathrm{FPR}_{\text {Continental }}=0.13, \mathrm{FPR}_{\text {Pacific }}=0.03$ and $\mathrm{FPR}_{\text {Artic }}=0.00$.

The explanations of the covering model for $(\lambda, \mu)=$ $(0.80,0.20)$ are depicted in Fig. 5.

In Fig. 5a we highlight in boldface the selected prototypes for each of the clusters. Figs. 5b-5e zoom in on each of the prototypes and the individuals explained by them (true positive and false positive), as well as the ones that should have been explained but were not (false negative). To visualize this, we use lines of the same color as the prototype to denote true positive cases; the lines with a color different from the one of the prototype denote false positive cases; while the dashed lines of the same color as the prototype denote false negative cases. For instance, in Fig. 5c, we can see that the prototype of the Continental climate cluster is Uranium City (in boldface pink), Dawson is a true positive (pink line), Inuvik is a false positive (green line), while Calgary is a false negative (dashed line in pink). We can see that the covering model can find more than one explanation for an individual, e.g., Inuvik is explained by the prototypes from the Continental and the Arctic clusters, or not explained at all, e.g., Calgary.

To end with the covering model we briefly discuss the range of values of $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$ in Fig. 4. By definition, the higher the value of $\lambda$, i.e., the stricter we are on the minimum requirement on $\mathrm{TPR}_{c}$ for all clusters, the worse the $\mathrm{FPR}_{c}$. For instance, for $\mu=$ 0.10, FPR $_{\text {Continental }}$ worsens from 0.04 to 0.09 when increasing $\lambda$. Similarly, the lower the value of $\mu$, i.e., the stricter we are on the maximum requirement on $\mathrm{FPR}_{c}$ for all clusters, the worse the $\mathrm{TPR}_{c}$. For instance, for $\lambda=0.70$, TPR $_{\text {Continental }}$ worsens from 0.92 to 0.75 when decreasing $\mu$.

We now briefly discuss the results of the partitioning model for the Canadian weather data in Fig. 6. Note that in this case, the partitioning model gives for each cluster the same $\mathrm{TPR}_{c}$ and the same $\mathrm{FPR}_{c}$ for all combinations of $(\lambda, \mu)$ in the chosen grid for which there is a feasible solution, i.e., for $\lambda \leq 0.80$ and $\mu \geq 0.10$. More detailed information on this solution can be found in Fig. 7. There we can see that, as expected, the partitioning model gives a unique explanation for each individual.

### 4.2. Simulated data

In this section we consider simulated data in $\mathbb{R}^{2}$. The simulated data consist of three clusters, see Fig. 3 where cluster 1 is depicted in blue, cluster 2 in green, and cluster 3 in red. The coordinates of the individuals in cluster $c$ are randomly drawn from a multivariate normal distribution, $\mathrm{N}\left(\boldsymbol{\beta}^{c}, \Sigma^{c}\right)$, with
$\boldsymbol{\beta}^{1}=(1.45,1.5) \quad \boldsymbol{\beta}^{2}=(1.8,1.6) \quad \boldsymbol{\beta}^{3}=(1.4,2.0)$
$\Sigma^{1}=\left(\begin{array}{ll}0.01 & 0.00 \\ 0.00 & 0.02\end{array}\right) \quad \Sigma^{2}=\left(\begin{array}{ll}0.02 & 0.00 \\ 0.00 & 0.02\end{array}\right)$
$\Sigma^{3}=\left(\begin{array}{ll}0.03 & 0.00 \\ 0.00 & 0.04\end{array}\right)$.
We split the individuals in $\mathcal{N}$ roughly equally across the three clusters.

The goal of this experiment is to show that our methodology is scalable, i.e., it can handle datasets with large number of individuals and it can obtain good explanations in terms of $\mathrm{TPR}_{c}$ and $\mathrm{FPR}_{c}$ for all the clusters with both the covering and the partitioning models. For this we consider instances


Fig. 7. The chosen prototypes for the Canadian weather dataset highlighted in boldface, with $\lambda=0.80$ and $\mu=0.10$, for the partitioning model. The lines of the same color as the cluster denote true positive cases; the lines of color different from the one of the cluster denote false positive cases; the dashed lines of the same color as the cluster denote false negative cases.
with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$, and we vary $\lambda$ and $\mu$ on a grid in $[0,1] \times[0,1]$, namely, $\lambda \in\{0.85,0.86,0.87,0.88,0.89,0.90\}$ and $\mu \in\{0.05,0.06,0.07,0.08,0.09,0.10\}$.

To obtain the explanations, we apply the reduction technique described in Sections 2 and 3 for the covering and the partitioning models, respectively. This consists of three steps, namely, (i) defining the data for the reduced model, (ii) finding the explanations with this new model, and (iii) evaluating the quality of the explanations in the original data. When performing (i), we select $\tilde{\mathcal{N}_{c}} \subset$ $\mathcal{N}_{c}$ using hierarchical clustering with the Euclidean distance as the dissimilarity between the individuals in $\mathcal{N}_{c}$. We then choose the threshold that yields $\left|\tilde{\mathcal{N}}_{c}\right|$ groups of individuals. From each of these groups, we choose a representative randomly, which becomes an individual of $\tilde{\mathcal{N}}_{c}$. The selected individuals, with weights $\tilde{w}_{n}$ equal to the size of their group, across the three clusters compose $\tilde{\mathcal{N}}$. We apply a similar approach to select the individuals in $\tilde{\mathcal{I}}_{c} \subset \mathcal{I}_{c}$, for each $c$, by using as starting point $\tilde{\mathcal{I}}_{c}$ and then partition it into $\left|\tilde{\mathcal{I}}_{c}\right|$ groups, and select a representative randomly that becomes a member of $\tilde{\mathcal{I}}_{c}$. In (ii), we solve the covering and the partitioning models with individuals in $\tilde{\mathcal{N}}_{c}$ weighted by $\tilde{w}_{n}$ and candidates to prototype in $\tilde{\mathcal{I}}_{\text {c }}$. Third, for the obtained explanations, we calculate
$\operatorname{TPR}_{c}$ and $\mathrm{FPR}_{c}$ on the original dataset $\mathcal{N}$, with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$. In the numerical results below, we take $\left|\tilde{\mathcal{N}}_{c}\right|=125$ and $\left|\tilde{\mathcal{I}}_{c}\right|=25$, $c=1,2,3$.

We now discuss the results for the covering model, see Figs. 8 and 9. We can see that the explanations obtained with the reduced problem show a good performance on the original dataset even when the number of individuals is very large, namely $|\mathcal{N}|=10^{6}$. To illustrate this, let us start with $(\lambda, \mu)=(0.90,0.10)$. In terms of true positive cases, for $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$, we have $\mathrm{TPR}_{c}$ equal to $0.91,0.90,0.90$, for $c=1,2,3$. In terms of false positive cases, for $|\mathcal{N}|=10^{4}$, we have $F R_{c}$ equal to $0.08,0.05,0.05$, for $c=1,2,3$, while for $|\mathcal{N}|=10^{5}$ and $10^{6}, \mathrm{FPR}_{1}$ worsens to 0.09 . This means that with the optimal solution of the reduced problem, we have been able to find explanations to the clusters that satisfy constraints (7) for $\lambda=0.90$ and (8) for $\mu=0.10$. For other combinations of $\lambda$ and $\mu$, the quality of the explanations provided by the reduced problem is also good, with possible minor violations of constraints (7) or (8).

For the partitioning model, we use a similar procedure and the results can be found in Figs. 10 and 11. We can see from those figures that the conclusions are similar.


Fig. 8. For each cluster of the simulated data, the true positive ratio given by the covering model when $\lambda$ and $\mu$ vary on a grid in [ $0.85,0.90$ ] $\times[0.05,0.10]$, for the reduced problem as well as the original problem with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$.


Fig. 9. For each cluster of the simulated data, the false positive ratio given by the covering model when $\lambda$ and $\mu$ vary on a grid in $[0.85,0.90] \times[0.05,0.10]$, for the reduced problem as well as the original problem with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$.

(a) $|\tilde{\mathcal{N}}|=375, \mathrm{TPR}_{c}, c=1,2,3$.

(b) $|\mathcal{N}|=10^{4}, \mathrm{TPR}_{c}, c=1,2,3$.

(c) $|\mathcal{N}|=10^{5}, \mathrm{TPR}_{c}, c=1,2,3$.

(d) $|\mathcal{N}|=10^{6}, \mathrm{TPR}_{c}, c=1,2,3$.

Fig. 10. For each cluster of the simulated data, the true positive ratio given by the partitioning model when $\lambda$ and $\mu$ vary on a grid in [ $0.85,0.90$ ] $\times[0.05,0.10]$, for the reduced problem as well as the original problem with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$.

(a) $|\tilde{\mathcal{N}}|=375, \mathrm{FPR}_{c}, c=1,2,3$.

(b) $|\mathcal{N}|=10^{4}, \mathrm{FPR}_{c}, c=1,2,3$.

(c) $|\mathcal{N}|=10^{5}, \mathrm{FPR}_{c}, c=1,2,3$.

(d) $|\mathcal{N}|=10^{6}, \mathrm{FPR}_{c}, c=1,2,3$.

Fig. 11. For each cluster of the simulated data, the false positive ratio given by the partitioning model when $\lambda$ and $\mu$ vary on a grid in $[0.85,0.90] \times[0.05,0.10]$, for the reduced problem as well as the original problem with $|\mathcal{N}| \in\left\{10^{4}, 10^{5}, 10^{6}\right\}$.

## 5. Conclusions

In this paper, we have proposed a methodology to derive explanations for the clusters obtained from a Cluster Analysis procedure. The explanations are distance-based and defined as the set of individuals that are close to the so-called prototypes. To find explanations that are as accurate as possible, we select the prototypes that maximize the total number of true positive cases across all clusters and minimize the total number of false positive cases, while controlling the true positive rate as well as the false positive rate in each cluster. We have introduced two prototype optimization models, namely, the covering and the partitioning models. Both models can be formulated as MILPs. We illustrate the explanations provided by these models using both real-life data and simulated data.

There are two interesting lines of future research. The first one is to strengthen the mathematical optimization formulations provided in this paper, while the second one is to study the problem of building the clusters and explain them simultaneously.
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