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A B S T R A C T   

To succeed in their business processes, organizations need data that not only attains suitable levels of quality for 
the task at hand, but that can also be considered as usable for the business. However, many researchers ground 
the potential usability of the data on its quality. Organizations would benefit from receiving recommendations on 
the usability of the data before its use. We propose that the recommendation on the usability of the data be 
supported by a decision process, which includes a context-dependent data-quality assessment based on business 
rules. Ideally, this recommendation would be generated automatically. Decision Model and Notation (DMN) 
enables the assessment of data quality based on the evaluation of business rules, and also, provides stakeholders 
(e.g., data stewards) with sound support for the automation of the whole process of generation of a recom-
mendation regarding usability based on data quality. 

The main contribution of the proposal involves designing and enabling both DMN-driven mechanisms and a 
guiding methodology (DMN4DQ) to support the automatic generation of a decision-based recommendation on 
the potential usability of a data record in terms of its level of data quality. Furthermore, the validation of the 
proposal is performed through the application of a real dataset.   

1. Introduction 

The witnessed changes that Digital Transformation (e.g., Industry 
4.0) is introducing in different business processes across various do-
mains have positioned data at the core of operations and strategies [33]. 
To a certain extent, it can be stated that the role previously played by 
steam engines in Industry 1.0 is now played by the new and powerful AI- 
based machines [12]. However, and as happened in those times, the 
success of these new AI-machines, and therefore, of business processes, 
largely relies on the quality of the raw material employed, in this case, 
data. Consequently, the management of the quality of data has become 
essential in this digital era [20,25]. 

Given the need for data with adequate levels of quality in such do-
mains, we propose that if organizations could automatically incorporate 
ways to decide on whether to use or discard records, then business 
processes would greatly benefit from preventing results that would 
otherwise produce low levels of data quality. This decision regarding the 
potential usability of the data could be made after the generation of a 

recommendation based on the assessment of the quality of the data 
records. 

Since it is generally accepted that the assessment of data quality is 
context-dependent [3,15], and since we propose that the usability of the 
data largely depends on the quality of the data, it can therefore be stated 
that the usability of data is also largely dependent on the context of the 
use of the data [14,37,44]. This implies modelling the context in which 
the data is to be used and when a data record is potentially usable. 

In order to convert this idea into action, we conducted an investi-
gation to tackle two challenges: (i) how to describe whether a data re-
cord is usable for its intended use in a given context; and (ii) how to 
automate the process of producing a recommendation on the usability of 
the data for this context. 

To deal with the first challenge, we studied how others had already 
faced the problem of modelling the context, the data, and the rules that 
describe when a data record is of sufficient quality by identifying and 
describing various types of business rules for data quality and how the 
recommendation of the usability of the data could be determined. In 
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order to ensure rigour and repeatability on the process, we decided to 
incorporate all the elements identified and the necessary steps into a 
methodology. 

The second challenge to address is the necessity to support the 
generation of the recommendation on the usability of the data, based on 
its levels of quality in an automatic and technological-agnostic way [35]. 
This is even more challenging in scenarios where high efficiency is 
required in terms of computational cost, such as in Internet of Things 
(IoT) or in the context of CyberPhysical Systems (CPS). As part of this 
second challenge, and to set our proposal in motion, we suggest the use 
of a solution that facilitates the description and validation of the busi-
ness rules employed in the assessment of the level of usability based on 
data quality, thereby promoting the application of repeatable decisions 
that can be semantically interoperable with the various technologies 
through which data quality assessment could be applied. We found that 
in order to tackle these challenges, it was recommendable to use a de-
cision language that facilitates the description of the business rules so 
that they could be verified automatically. In this respect, OMG’s Deci-
sion Model and Notation (DMN) [30] and the FEEL expression language 
for modelling conditions could prove themselves to be perfect allies in 
achieving these two challenges. For this reason, DMN is the main pillar 
of the structure of proposal. 

Therefore, the main contribution of the proposal involves designing 
and enabling DMN-driven mechanisms to support the automatic generation of 
a business-based recommendation on the potential usability of a data record 
in terms of its level of data quality. To this end, our proposal includes the 
following actions:  

1. Development of the foundations of the proposal through a set of 
integrated and hierarchical business rules that address the concepts 
of data quality measurement and data quality assessment for the 
generation of a data-usability recommendation (Section 3.1).  

2. Identification and tailoring of the necessary elements provided by 
the standard DMN to support our proposal (Section 3.2).  

3. Definition of a methodology, called DMN4DQ, to enable data-related 
users (e.g., stakeholders and data stewards) to drive the process of 
instantiating the corresponding elements when it comes to producing 
recommendations for a given dataset in a given context. This in-
cludes the definition and implementation of a software architecture 
supported by commercial implementations of reference (e.g., 
Camunda DMN) to automate the process of generating the recom-
mendation (Section 4).  

4. Validation of the proposal in a case study with real data (Section 5). 

The remainder of the paper is organised as follows: Section 6 shows 
related work; Section 7 analyses threats to the validity of the approach; 
and finally, Section 8 presents concluding remarks and lessons learned. 

2. Foundations 

In order to combine DMN and data quality, and before detailing our 
proposal, it is necessary to revisit certain concepts regarding data quality 
management and DMN to enable a better understanding of how DMN 
can be used to describe whether a data record is usable in terms of its 
level of quality in a given context. 

2.1. Data quality management: measurement and assessment 

Throughout the literature, the two most widely used definitions of 
“data quality” are based on the notions of “meeting requirements” (i.e., a 
measure of the numbers of defects) given by Crosby, and “fitness for use” 
coined by Juran [38]. From our understanding, these two definitions 
involve a major difference: while the first definition enables somebody 
to measure “how well data is built” (for instance, by counting the number 
of times that the data fails to meet stated requirements), the second lets 
somebody assess “how usable the data is” in a given context by comparing 

the number of defects found (the “measures”) with a threshold value 
representing the appetite for risk of the organisation regarding the 
reliability of the data in an specific context [8]. 

Even though the terms “measurement” and “assessment” can some-
times be considered as synonyms, we highlight this difference because it 
is important for our proposal: the “assessment” requires the “measure-
ment”, in the same way that the “generation of a recommendation on the 
usability” requires the “assessment”. Our proposal goes a step beyond, 
since before determining whether a record is potentially usable, it is 
necessary to make the most important decision: While taking into account 
the impact that using data with inadequate levels of quality can have on the 
success of the business processes, should the assessed data record be used or 
discarded in the context of the task at hand?. If the use of the data is 
potentially risky for the business, then data stewards may decide: to 
enhance the data (e.g., data cleansing); to use the unaltered data, 
thereby assuming a risk; or alternatively, to discard the data record. The 
main aim of our proposal is therefore to provide business-based rec-
ommendations to data stewards to facilitate decision-making on 
whether to use or discard the data as part of their business activities. 
Therefore, there is a patent need to manage data quality. The concept of 
data quality dimension (also called data quality characteristic) lies at the 
core of data quality management. A data quality dimension can be un-
derstood as a criterion employed to evaluate the quality of data [28,37,44]. 
These dimensions or characteristics represent the data quality re-
quirements stated or expected by the various stakeholders involved in 
the execution of the business processes [45]. A set of data quality di-
mensions is called a data quality model. Several researchers and prac-
titioners in a variety of contexts have proposed their own data quality 
models [32,36]. Due to its importance at different stages of the data 
quality management discipline, we would like to highlight two generic 
models from among all the existing models: (1) the model proposed by 
Wang et al. [43] (see Table 1); and (2) the model proposed in ISO 25012 
[21] (see Table 2). 

The first model has been the most widely used in recent years since it 
is the most authoritative reference in the field. Moreover, it guides the 
identification of the specific data quality requirements that are impor-
tant for a given context. In order to validate the compliance of these 
requirements, business rules are typically employed in data quality 
contexts [7,10,34]. 

The second model, ISO 25012, should not necessarily be understood 
as an alternative to the proposal of Wang et al. In fact, in conjunction 
with ISO 25024 [22], it complements their model by providing impor-
tant indications for the definition of measurements and measurement 
methods for the data quality dimensions or characteristics. ISO 25012 
introduces fifteen data quality characteristics, which are classified into 
the following three groups: (i) Inherent. The definition for these data 
quality characteristics is introduced in Table 2; (ii) System dependent. 
There are various characteristics whose measurement or assessment 
largely depends on the implementation of the systems in which data is 
stored, retrieved or processed; (iii) Inherent and system dependent. This 
group contains some of the previous data quality characteristics whose 
measurement and/or assessment can be subject to a two-fold interpre-
tation based on the ideas introduced in the two previous groups. 

Please, note that Wang et al. (and many other investigations based on 
this seminal work) use the term “dimension”, whereas in the standards, 

Table 1 
Data quality dimensions by Wang et al. [43].  

Data quality 
category 

Data quality dimension 

Intrinsic Accuracy, Objectivity, Believability, Reputation 
Accessibility Access, Security 
Contextual Relevancy, Value-Added, Timeliness, Completeness, Amount 

of data 
Representational Interpretability, Ease of understanding, Concise 

representation, and Consistent representation  
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the term “characteristic” is preferred. Even though it would be possible 
to justify the difference, for the sake of the simplicity, let us consider 
these two terms as synonymous in this manuscript. 

As previously stated, measurement and assessment of data quality 
characteristics is a complex process, which largely depends on the 
context of use of the data. The context of the data includes: the organ-
isational environment and the description of the business processes in 
which data is used; the technological architecture supporting the use of 
the data; and the skills and knowledge of both data stewards and data 
quality analysts in charge of managing or using the data [8,24]. In order 
to deal with this complexity, several researchers and practitioners have 
proposed different methodologies, which include a variety of metrics 
and/or measurement methods [4,29,34,43]. 

Typically, measurement methods that are to be applied first require 
relational datasets to be profiled for a better understanding of the nature 
of the data. These profiling processes are often performed in batch ac-
tivities that include all data records in the dataset and by means of data 
profiling tools [13,34]. Nevertheless, in order to measure data quality, 
most authors have developed their own rule-based data quality mea-
surement systems. The foundations of these rule-based data quality 
measurement systems have been formalised by Bronselaer et al. in [7]. 
The creation of rule-based data quality measurement systems involves 
that stakeholders (i.e. data stewards) should conform to the semantics of 
the data and their context. However, if stakeholders remain unaware of 
the semantics of the data and the way in which these semantics have 
been implemented throughout the various data models (conceptual, 
logical, and physical), then the application of this kind of tool will 
require an extra effort towards diagnosing the root causes of the low 
levels of data quality, since the methodology behind these tools fails to 
contemplate the context in which the data quality process is applied. The 
instantiating of these frameworks involves the creation of various ele-
ments, such as the set of business rules to which data must adhere, and 
the possible results of the measurement that the capacity function 
should produce. An example of the instantiating of this conceptualiza-
tion for the measurement of the level of quality in information systems 
research is presented in [39], wherein Timmerman and Bronselaer, after 
reviewing the foundations of rule-based data quality measurement, 
present a rule-based framework for the measurement and assessment of 
the quality of data in Information Systems research. As we will explain in 
Section 3, our proposal, goes beyond the measurement of data quality, 
involving more stages. Consequently, we have to describe and relate 
several sets of business rules. 

2.2. Decision model and notation 

Decision Model and Notation (DMN) is the modelling language and 
notation standard defined by OMG to describe decision rules [30]. Thus, 
DMN is a standard approach that facilitates the modelling of repeatable 
decisions. The decisions can be customised according to the necessities 

of each organisation or moment, thereby ensuring that the decision 
models are interchangeable. DMN facilitates the declarative description 
and formalisation of the decisions with the form “if-then” [19]. 
Furthermore, since DMN is supported by a set of engines, such as 
Camunda - DMN Engine1 and Drools - DMN Engine,2 we found DMN to 
be the most suitable concept to come to the data quality assessment to 
real applicability of it. 

DMN provides a mechanism to define a decision logic model that is 
understandable by non-expert users (i.e., business data stewards in 
charge of describing the data quality requirements). In addition, DMN 
enables the separation of the decision logic from the control-flow logic, 
thereby centralising the conditional expressions that guide the 
decisions. 

The DMN standard provides two customisable components: the De-
cision requirement diagram, which enables the definition to be made of 
the decisions to be taken, of their interrelationships, and of their re-
quirements for decision logic; and the Decision logic, which allows the 
representation of the required decisions with sufficient details to enable 
validation and/or automation. 

Decision logic is described by means of a decision table (see Fig. 1), 
which includes a set of inputs, decision rules, and output values. In a 
horizontal representation of the rules (an equivalent vertical represen-
tation is also possible), the input and outputs are defined in columns and 
the rules as rows. Each IF-THEN condition is represented in a row, as a 
conjunction of basic expressions written in FEEL (Friendly Enough 
Expression Language) [30]. The output returns the values of the row that 
is satisfiable according to the input. The example considers three fea-
tures given as input data (i.e., CPU, Memory, and Storage), which returns 
a decision as output for the variable Instance− Family. 

Each condition that appears in the DMN table (such as >= 2.9) relies 
on FEEL,3 an expression language that enables the writing of the con-
ditions for the rules in the DMN tables. FEEL supports several data types 
as input and output values (e.g., String, Integer, Decimal, Date, Bool-
ean), and implements a set of built-in functions to write more complex 
conditions on the input values. In addition, this expression language also 
supports null values and conditions that are always true (‘− ’). Users can 
modify the behaviour of the built-in functions as well as creating their 
own functions to better adjust the rules to the nature of their data. This 
versatility ensures that any of the types of business rules defined in 
Section 3.1 can be modelled with this technology, and formalised as 
described in Section 3.2. 

The information item name is the name of the variable for which the 
decision table provides the decision logic. The hit policy indicator de-
termines how to handle the multiple matches of the rules described in 
DMN [30]. This indicator takes any of 5 values: Unique (U): only one rule 
can be triggered, and it is not possible that more than one can satisfy a 

Table 2 
Definition of the inherent data quality characteristics from ISO 25012 [21].  

Data quality 
characteristic 

Definition 

Accuracy The degree to which data has attributes that correctly 
represent the true value of the intended attribute of a 
concept or event in a specific context of use. 

Completeness The degree to which subject data associated with an entity 
has values for all expected attributes and related entity 
instances in a specific context of use. 

Consistency The degree to which data has attributes that are free from 
contradiction and are coherent with other data in a specific 
context of use. 

Credibility The degree to which data has attributes that are regarded as 
true and believable by users in a specific context of use. 

Currentness The degree to which data has attributes that are of the right 
age in a specific context of use.  

Fig. 1. Decision table for selecting the Instance Family depending on the CPU, 
Memory, and Storage of the server. 

1 https://camunda.com/products/dmn-engine/  
2 https://www.drools.org/learn/dmn.html  
3 https://docs.camunda.org/manual/7.4/reference/dmn11/feel/ 
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rule for an input tuple; Any (A): Multiple rules can be triggered, but they 
must agree in the output; Priority (P): Multiple rules can be triggered, 
and the output corresponds to the rule that has the highest priority; First 
(F): Multiple rules can be triggered, and the output corresponds to the 
order of the rows in the decision table; and Collect (C): Multiple rules can 
be triggered, and the output is an aggregation. 

In our case, F means that although multiple rules can match, only the 
first hit by rule order is returned. Finally, the possible results of this 
decision table are “Compute optimised”, “Memory optimised”, “Storage 
optimised”, and “General purpose”. Table 3 depicts the results of applying 
the DMN table presented in Fig. 1. 

Decision tables can be combined in a hierarchical way, in that the 
output of one table can be the input of another further up in the hier-
archy. For instance, as shown in Fig. 2, the output of “Instance Family 
Selection” will be used as input of the decision table “Supplier 
Selection”. 

Unlike other alternatives for the verification of business rules, DMN 
allows users to define their rules in a hierarchical way, thereby main-
taining the coherence with the logical structure previously explained. 
The way in which rules are graphically modelled, its versatility, and the 
possibility of automating the evaluation of the rules, make DMN the 
ideal candidate for technically supporting our methodology. 

3. Rationale of DMN4DQ 

Given the goal of our investigation, in this section, the rationale of 
our proposal is presented. Firstly, we describe the conceptualization of 
how to generate the recommendation on the usability of a data record 
based on its level of quality. Subsequently, an explanation is given on 
how DMN has been employed to represent and evaluate the required sets 
of business rules to automate the generation of a recommendation for 
the use of a data record. 

3.1. Business rules for the determination of the usability of the data 
records 

The generation of a recommendation of a business-driven decision 
on using or discarding a data record can be based on several criteria, but, 
to our understanding, data quality is the most important criterion 
because decisions are no better than the data on which they are based 
[44]. Consequently, to generate this recommendation, it is necessary to 
assess the level of data quality within a context of use. As stated in 
Section 2.1, this assessment requires a previous stage of measurement of 
data quality. Both the assessment and measurement require different 
data quality dimensions that represent stakeholders’ data quality re-
quirements for each task at hand. 

It is known that business rules define certain business constraints of 
an organisation, such as who can execute an action, the order of the 
activities, and the acceptable thresholds for specific KPIs. In this respect, 
it is possible to define business rules to address data quality concerns for 
the proper execution of the processes of an organisation. Hence, business 
rules for data quality gather the knowledge acquired by an organisation 
to reflect when a data record can provide value for specific business 
goals. There exists a consensus that business rules are an effective way to 
control data quality [2], and the term “Data Quality Rule” has been used 
in the context of data quality management [27,34]. 

Our proposal introduces the notion of Business Rules for Data 

Decisions (BR.DD), that must be defined in order to ascertain the us-
ability of a data record. The types of BR.DD considered in our proposal 
are the following: 

• The “Business Rules for Data Values” (BR.DV) are those aimed to-
wards evaluating the extent to which a data requirement is met. An 
example of BR.DV is provided in the following: Given that the length 
of a String must be longer than 6, if the length of an input String is 
from 3 to 6 then it returns ‘A’, else if it is from 6 to 9 then it returns 
‘B’, and ‘C’ is returned otherwise. Semantically, ‘A’ is intended to 
represent the lowest level of fulfilment, and ‘C’ represents a suitable 
level of fulfilment, with ‘B’ representing an average term. We 
consider that this is not a proper data quality measurement since data 
quality dimensions have yet to be involved. However, the output of 
this evaluation will be the input of the specific data quality 
measurement.  

• The “Business Rules for Data Quality Measurement” (BR.DQM) are 
those rules employed to compute the measurement of the level of 
quality of each data quality dimension according to the BR.DV. For 
example, a BR.DQM for the accuracy dimension could be stated as 
follows: A record can be considered as Dramatically Non-Accurate if 
the output of BR.DV.01 is ‘A’, and Accurate if the output of BR.DV.01 
is ‘B’ or ‘C’.  

• The “Business Rules for Data Quality Assessment” (BR.DQA) are 
those rules that describe the assessment of the data quality in 
accordance with a set of BR.DQM by combining the results of the 
measurement of several data quality dimensions, as indicated by the 
business. An example of BR.DQA is A record can be considered as: 
Usable but assuming High Risk if it is Accurate or Correct; Usable and 
assuming Low Risk, if it is Accurate and Correct; and non-usable 
otherwise.  

• The “Business Rules for Data Usability Decision” (BR.DUD) are those 
rules employed to generate the recommendation about using or 
discarding the data record for the intended use based on the 
assessment of its level of data quality. At this point, the organisa-
tional risk-appetite of the organisation should be considered with 
regard to the use of this specific data record. For instance, A record 
will be used if it is Usable and assuming Low Risk. 

3.2. Tailoring DMN elements to make the decision operative regarding 
data usability 

Regardless of the type of business rules previously described, the 
formalisation of all of them is the same. The relations between them lies 
in the semantics derived from our conception on the hierarchy as 
established in the previous sections, and consequently, we will build and 
relate the decision table in a hierarchical structure. 

3.2.1. Formalisation of data quality rules based on DMN 
Based on DMN, the business rules applied in the generation of a 

recommendation on the potential use of a data record based on data 
quality concerns are formalised below. The definition of the rules 
include: (i) a set of input parameters; (ii) a list of if-then conditions; and 
(iii) the output values for each condition. 

Let an instance of Business Rules for Data Decision (BR.DD) be a 
tuple 〈Inputs, Rules, Outputs〉 where: 

Table 3 
Results of applying the DMN table to a set of data records.  

ID CPU Memory Storage Instance Family (DMN Output) 

1 2.4 128 500 GB SSD Memory Optimised 
2 3.2 32 1000 GB Compute Optimised 
3 2.7 32 1000 GB General Purpose 
4 3.0 64 250 GB SSD Compute Optimised  

Fig. 2. Decision requirement diagram example.  

Á. Valencia-Parra et al.                                                                                                                                                                                                                       
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• Inputs: This is a tuple of attributes ai of type Ai, 〈a1:A1, …, an:An〉, 
where the types permitted are String, Boolean, Integer, Real, and 
Date. It is represented by means of the Input data of the DMN tables.  

• Output: This is a tuple of attributes bi of type Bi, 〈b1:B1, …, bm:Bm〉, 
where the types permitted are: String, Boolean, and Integer (in a 
limited and finite domain). It is represented by means of the output 
data of the DMN tables.  

• Rules: This is an ordered list of if-then rules 〈r1, …, rk〉 where ri− 1 has 
greater priority than ri, which corresponds with the Hit Policy indi-
cator (F) of the DMN table. Each ri corresponds with a tuple of a DMN 
table, where each ri has the form 〈{Q1, …, Qn}, {o1, …, on}〉, where Qj 
represents the conditions applied to the attribute ai expressed in 
FEEL (if), and oj represents the resulting then expression. Next, the 
formalisation presented in [9] is detailed: 

Q ::= “ − ” ∣ Term ∣ “not(“ Term ”)” ∣ Comparison ∣ Interval ∣ Q1, Q2  

Comparison ::= COpTerm  

COp ::= “ = ” ∣ “ < ” ∣ “ > ” ∣ “ ≤ ” ∣ “ ≥ ” ∣ “ ∈ ”  

Interval ::= (“(” | “[”) Term1 “..” Term2 (“)” | “]” )

Term ::= v ∣ f (Term1,…, Termm)

For the grammar of FEEL certain remarks are needed: (i) v is a value 
of the domain and f is a function (e.g., +, − , round, ceiling, duration, 
day, etc.); (ii) “− “represents any value; (iii) Comparison and Interval are 
only applicable to numeric types; (iv) “Q1, Q2 “represents “Q1 ∨ Q2“; and 
(v) if an attribute ai fails to exist, the only condition that it could meet is 
“− “. For a further description of FEEL, please consult [30]. 

3.2.2. DMN hierarchical structure 
As stated in Section 3.1, we have identified different types of BR.DD 

involved in the process of generating a recommendation on the usability 
of a data record. As stated, each BR.DD can be described by means of a 
decision table in DMN, and BR.DDs can be combined according to their 
semantics to generate a final decision regarding the data record us-
ability. Therefore, we propose a description of all the BR.DDs as DMN 
tables and a combination thereof in a hierarchical way as shown in 
Fig. 3. The hierarchy enables: (1) BR.DV (at the top) is evaluated for 
every data record provided as Input. This data record can be of any of the 
types defined in the formalisation; (2) for each data quality dimension, a 
BR.DQM uses the retrieved Outputs of the required BR.DVs as Input 
(which can be Boolean, String or a bounded range of Integers) in a 
similar way; (3) a BR.DQA uses the output of different DMN tables 
related to the measurement of a dimension (BR.DQM) as Input; and (4) 
BR.DUD (at the bottom of the hierarchy) takes the Outputs of BR.DQA as 
Input to which it applies its if-then rules. 

In addition, the output of the business rules for data decisions must 
return an output from an established and ordered scale, whereby the 
best and the worst outputs are indicated, in order to guarantee the 
monotonicity of the business rule [39]. 

4. DMN4DQ: a methodology to develop a system to generate 
recommendations on the usability of a data record 

In order to systematically instantiate all the DMN elements identified 
in Section 3.1, we now introduce a methodology called DMN4DQ. 
DMN4DQ will guide data stewards and stakeholders towards achieving 
the goal of implementing a system that can be integrated along with the 
Information Systems supporting the business process. The methodology 
consists of the following phases: (i) Phase 1. Define Business Rules for 
Data Decisions and the underlying hierarchy (see Subsection 4.1); (ii) 
Phase 2. Instantiate the DMN tables of the DMN4DQ hierarchy (see 
Subsection 4.2); (iii) Phase 3. Deploy, test, and integrate the DMN4DQ 
hierarchy into the systems needing a recommendation on the potential 

use of a data record (see Subsection 4.3). Fig. 4 summarises these phases. 
We provide a detailed description of each phase in the next sections. 

4.1. Phase 1. Define business rules for data decisions with the aim of 
generating a recommendation on data usability 

The Definition of the Business Rules for Data Decisions includes the 
following steps aligned with the types of business rules defined in the 
previous section:  

• Step 1.1. Define Data Context: Describe the context in which the data 
is used.  

• Step 1.2. Describe the Dataset: Describe the dataset, its attributes, 
and the technological stack that supports the management and use of 
the data.  

• Step 1.3. Define Business Rules for Data Values (BR.DV): Identify the 
business rules to enable the validation of the data requirements on 
the data to generate a value representing the extent to which the data 
requirement is met. All these requirements should be desirably 
implemented during the design of the data repository [11,28].  

• Step 1.4. Select the Data Quality Dimensions that best represent the 
usability of the data: Identify the combination of relevant data 
quality dimensions that best represent business requirements for 
data in the specific context of the use of data, such as completeness, 
consistency, or any of those dimensions identified by Wang et al. 
[43] or ISO 25012 [21] as introduced in Section 2.1. In addition, it is 
necessary to identify the possible output values that can be assigned 
to the measurement of every data quality dimension. Although 
stakeholders can define any domain of values for the results of these 
activities, for the sake of simplicity, we propose employing Likert 
scales [23]. For example, the data quality dimension of consistency 
could admit three possible values as a result: “Sufficiently Consis-
tent”, “Insufficiently Consistent”, and “Dramatically Non-consis-
tent”. Additionally, in order to ensure the monotonicity of the rule 
[39], it is necessary to denote which value represents the highest 
level of quality and which represents the lowest level of quality. For 
example, “Sufficiently Consistent” and “Dramatically Non-consis-
tent”, respectively.  

• Step 1.5. Define Business Rules for Data Quality Measurement (BR. 
DQM): Identify, describe, and validate the business rules aimed to 
measure the chosen data quality dimensions in Step 1.4. This step 
needs to be broken down into two further steps: (1) to associate 
specific BR.DV to every data quality dimension considered; and (2) 
to produce the “Data Quality Measurement Business Rules” (BR. 
DQM) that consider the data quality requirements stated by the 
business data stewards for the data in a given context. Depending on 
the granularity, a BR.DQM can cover one or more attributes and one 
or more BR.DVs [34].  

• Step 1.6. Define Business Rules for Data Quality Assessment (BR. 
DQA): Identify, describe, and validate the business rules aimed to 
assess the level of data quality. This step includes the following ac-
tions: (i) Identify the relative importance (i.e., weight) of the data 
quality dimension in the assessment of the data quality of every data 
record in the context of use; (ii) identify the possible states of the 
usability of the data (output of BR.DQA). The states that can be 
enumerated include: “Fully Usable”, “Usable but cleansing recom-
mended”, “Usable with a high risk”, “Not usable”; (iii) produce the 
“Data Quality Assessment Business Rules” (BR.DQA) that cover the 
combination or aggregation of the data quality dimensions involved, 
and by considering their relative importance. 

• Step 1.7. Define Business Rules for the generation of a recommen-
dation on the potential usability of Data: Identify and describe the 
business rules aimed to generate a recommendation on the use of the 
data (BR.DUD) in the given context of the data. To generate a 
recommendation on “Using” or “Discarding” the data, it is crucial to 
take into account the organisational appetite-risk related to data 
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quality when it comes to making a decision: in this respect, business 
data stewards should analyse the impact of the decision, and find a 
balance between discarding data or using data with a low level of 
quality. 

4.2. Phase 2. Instantiate the DMN4DQ integration and hierarchy 

As explained in Section 3.2, each set of BR.DD is represented by a 
DMN table that must be designed, implemented, and conveniently 
validated. Since there are four hierarchy levels of business rules (see 
Fig. 3), it is necessary to carry out the following steps: (1) Instantiate the 
BR.DV hierarchy level; (2) Instantiate the BR.DQM hierarchy level; (3) 
Instantiate the BR.DQA hierarchy level; (4) Instantiate the BR.DUD hi-
erarchy level; and (5) Validate the set of rules as stated by D. Calvanese 
et al. [9]. 

DMN enables the decision logic to be described in a decision table. In 
the context of data usability recommendations, the decision table de-
scribes the data quality rules introduced by business experts that can be 
either correct or incorrect. A relevant previous paper [9] provides 
formal semantics and an algorithm for the detection of overlapping and 
missing rules. Other solutions can be found in the literature [41,42] but 

are limited to the Boolean or Enumerate domains. 

4.3. Phase 3. Deploy and execute the instance of DMN4DQ decision 
requirement diagram 

The last phase of DMN4DQ includes the development, testing, and 
possible deployment as an external service in a given system using 
software that supports an implementation of reference, as is the 
Camunda modeler and engine.4 

5. Validation of DMN4DQ in a case study 

The main purpose of this case study is to demonstrate that DMN4DQ 
can be used in a real dataset. In this case, it represents a catalogue of 
servers built on data provided by third parties. To ensure that the data is 
potentially useful in selling instances of servers in private clouds, it is 
necessary to analyse the data quality requirements for a decision to be 
made. Any lack of completeness, accuracy, and consistency of the data in 
this context might cause distrust among users, such as the inclusion of 
products in a publicity catalogue that fail to correspond to real products. 
In the following subsections, we show the most interesting results of this 
case study. The full case study is available online.5 

5.1. Phase 1. Define business rules for recommendations on the usability 
of the data 

Once the impact of poor-quality data in the business has been stud-
ied, the business rules for data decisions can be defined, as explained in 
Section 4.1. 

Fig. 3. Decision table diagram of DMN4DQ.  

Fig. 4. The DN4DQ methodology.  

4 Camunda Modeler: https://camunda.com/products/modeler/  
5 DMN4Spark. Case Study: http://www.idea.us.es/dmn4dq/ 
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5.1.1. Step 1.1. Define data context 
The data, which is to be employed to build the catalogue, is extracted 

mainly from Amazon Web Services.6 The data is acquired in CSV format, 
and each record contains information on a server instance. 

5.1.2. Step 1.2. Describe the dataset 
At the time of running the case study, the dataset was composed of 

1,048,571 records. An extract of the data dictionary describes the 
dataset is: Location is a String attribute identifying the geographical 
location of the machine. It is represented by the name of the country or 
region where it is located; InstanceFamily is a String that describes the 
category to which the machine belongs (consistent with the features of 
the machine); ClockSpeed is a String representing the speed of the CPU (a 
decimal value followed by the String “GHz”); Memory is a String that 
represents the size of the RAM memory (an Integer followed by the 
String “GiB”); Storage is a String that describes the type of storage of the 
machine; OperatingSystem is a String that specifies the operating system 
of the machine; and PricePerUnit is a String representing a numeric value 
indicating the price of an instance of the machine. 

5.1.3. Steps 1.3 and 1.4. Define business rules for data values and identify 
data quality dimensions 

For the sake of simplicity, all the BR.DVs and the data quality di-
mensions to which the BR.DVs could be assimilated are presented 
together as follows. 

Completeness. The lack of relevant data poses a potential risk in the 
offered service. For this specific case, we considered that the measure-
ment of the completeness involves several BR.DVs. For the sake of 
simplicity, the BR.DVs are described by specifying the field to which 
they apply: Location (BR.DV.01), ClockSpeed (BR.DV.03), Memory (BR. 
DV.05), InstanceFamily (BR.DV.07), OperatingSystem (BR.DV.10), and 
PricePerUnit (BR.DV.12). These BR.DVs return one of the following 
values on a scale in the interval [0,2]: (i) 0, if the value is null; (ii) 1, if it 
is an empty String (except for BR.DV.12, for which PricePerUnit should 
be 0); and (iii) 2, otherwise. Semantic: Having a null value is more risky 
than an empty field since it might lead to misinterpretations of the idea 
of completeness [18]. In this case, we employ the indices of the Likert 
scale so that values regarding the completeness can take advantage of 
the operations enabled in DMN, such as the possibility of employing 
comparison operators in the measurement phase (see Section 3.2.1). 

Accuracy. Inaccurate data might cause negative effects in terms of 
credibility and technical aspects. For example, if the data syntax fails to 
follow a specific pattern, it might not be properly processed and might 
cause problems when being displayed or analysed. We have considered 
three groups of BR.DVs involved in the measurement of the accuracy in 
this particular case:  

1. Those which bound the value that a String can take (BR.DV.02, BR. 
DV.08 and BR.DV.11, whose input fields are: Location, InstanceFam-
ily, and OperatingSystem, respectively). These BR.DVs return a value 
on a scale composed of three elements: (i) Appropriate in the case 
where the value is in a set of very acceptable values; (ii) Sufficiently 
appropriate in the case where the value is in a set of fairly acceptable 
values; and (iii) Inappropriate if the value is not present in any set. 
Semantic: Unexpected values might lead to failures in data analysis 
processes and to misleading information. For this reason, the list of 
accepted values is bounded.  

2. Those indicating the format which the data must take (BR.DV.04 and 
BR.DV.06, with these inputs: ClockSpeed and Memory, respectively). 
They return true if the value matches the expected pattern. Other-
wise, they return false. Semantic: If these fields fail to match the 
pattern, certain processes will fail completely.  

3. Those bounding a numeric range (BR.DV.13, with PricePerUnit as 
input). It returns a value on a scale of three elements: (i) Realistic if 
the value is in the range (0.0, 10,000.0); (ii) Exaggerated if it is in the 
range [10,000.0, 99,999.9]; and (iii) Unrealistic in any other case. 
Semantic: Certain price values might be too high. These cases could 
be acceptable, but should be carefully analysed. 

Consistency. Inconsistent data entails not only a potential risk from 
the user’s point of view, but also legal issues (e.g., advertising a server 
instance with false characteristics). BR.DV.09 is the only business rule 
we considered as necessary to be involved in the measurement of this 
data quality dimension, with various fields as input: Memory, Clock-
Speed, Storage, and IntanceFamily. It returns a value within a range of 
[0,3] with the following semantic: (i) 0 if it satisfies the condition that 
Memory is less than 64 GiB and InstanceFamily must not be Memory 
Optimised; (ii) 1 if it satisfies the condition that ClockSpeed is less than 
2.9 GHz and InstanceFamily is not Compute Optimised; (iii) 2 if it satisfies 
the condition that Storage does not contain the substring SSD and 
InstanceFamily is not Storage Optimised; and (iv) 3 in any other case. 
Semantic: Inconsistencies are more serious when found in the informa-
tion regarding Memory, ClockSpeed, and Storage, in that order. 

The next step prior to defining the BR.DQM is to design the outputs of 
the measurement. For the sake of simplicity, in this example we will 
select different Likert scales with all the possible values that might result 
from the measurement of each data quality dimension. We remark that it 
is of paramount importance to carefully study the context in which data 
is to be employed so that these values have a proper semantic. 

Regarding the completeness dimension, we established the 
following measurement based on a Likert scale and on the risks associ-
ated to missing data: (i) Suitably Complete if the information about the 
server is complete. The record might be used in advertisement cam-
paigns; (ii) Sufficiently Complete in the case where there is a minimal 
subset of attributes which are complete, and hence, the record can be 
shown in the catalogue; and (iii) Not Complete if the record cannot be 
included in the catalogue due to the lack of important attributes for sale. 

Regarding the accuracy dimension, the management team estab-
lished the following measurement levels. As in the previous case, these 
have been defined according to the risks associated to inaccurate data, 
and are based on a numerical scale: (i) 100 if the information about this 
record is accurate, and hence, it could be employed for advertisement 
campaigns; (ii) 70 in the case where there is a minimal subset of attri-
butes which are sufficiently accurate, and hence the record could be 
listed in the catalogue; and (iii) 50 if values and ranges are sufficiently 
accurate although certain formats remain inaccurate; and (iv) 0 if there 
is a lack of accurate technical data, which renders this record unsuitable 
for listing in the catalogue. 

Finally, regarding the consistency dimension, the following levels 
are defined. Again, the measurement is based on the risks associated to 
inconsistent data, as well as on a Likert scale: (i) Consistent if attributes 
derived from technical features are consistent between them, and hence 
the record could be listed in the catalogue and employed for adver-
tisement campaigns, and (ii) Inconsistent if derived attributes are not 
consistent with technical features, the tuple must not be listed in the 
catalogue. 

In order to simplify the proposal, other dimensions have been 
omitted, although their inclusion would require little effort. For 
example, we could have included the following BR.DV related to the 
timeliness dimension: the timestamp must have been generated a 
maximum of 15 min before the moment at which data quality mea-
surement is performed. Its corresponding BR.DQM would set the record 
as Timely if it fulfils that BR.DV, otherwise, it would be set as Not timely. 
This BR.DV might be implemented by creating a custom function named 
“current_timestamp()”, which returns the current timestamp (i.e., the 
timestamp at which the rule is evaluated). It would then be verified that 
the difference between the current timestamp and the stored timestamp 
is less or equal to 15 min. 

6 Dataset employed in the case study: https://www.kaggle.com/akashsarda/a 
ws-ec2-pricing-data/version/1 
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5.1.4. Step 1.5. Define business rules for data quality measurement (BR. 
DQM) 

The BR.DQM for the measurement of the completeness dimension 
(BR.DQM.Completeness) includes the following conditions: 1. A record 
is considered as Suitably Complete when the output of BR.DV.01, BR. 
DV.03, BR.DV.05, BR.DV.07, BR.DV.10, and BR.DV.12 are greater than 
or equal to 2. 2. A record is considered as Sufficiently Complete when BR. 
DV.03 and BR.DV.05 are greater than equal to 2, and BR.DV.12 is 
greater than or equal to 1. 3. A record is considered as Not Complete in 
any other case. 

Regarding the measurement of the accuracy dimension (BR.DQM. 
Accuracy), the following conditions are defined: 1. The accuracy will 
have a value of 100 (accurate) when BR.DV.04 and BR.DV.06 are met; 
BR.DV.02, BR.DV.08 and BR.DV.11 are Appropriate, and BR.DV.13 is 
Realistic. 2. The accuracy will have a value of 70 (sufficiently accurate) 
when it meets BR.DV.04 and BR.DV.06; BR.DV.02, BR.DV.08 and BR. 
DV.11 are either Appropriate or Sufficiently Appropriate; and BR.DV.13 is 
either Realistic or Exaggerated. These records could be listed in the 
catalogue. 3. The accuracy will have a value of 50 when the conditions 
of BR.DQM.05 are met except for BR.DV.04 and BR.DV.06, which might 
be false and for BR.DV.02, which might be Inappropriate. 4. The accuracy 
will take a value of 0 otherwise. 

Finally, the conditions for the business rule of the measurement of 
consistency dimension (BR.DQM.Consistency) are: 1. A record can be 
considered as Consistent when BR.DV.09 is greater than or equal to 3. 2. 
A record can be considered as Inconsistent when fails to meet BR.DV.09. 

5.1.5. Step 1.6. Define business rules for data quality assessment (BR. 
DQA) 

The output levels for the assessment have been defined as follows: (i) 
Suitable or Sound Quality. This level represents those records that are 
Suitably Complete, Very Accurate, and Suitably Consistent. The recom-
mendations associated to these records can be to “include them in the 
catalogue”, “use them in advertisement campaigns”; (ii) Sufficient Quality. 
This level represents those records that have a sufficient level of quality 
for them to be listed in the catalogue, although they cannot be used for 
advertisement campaigns to prevent risk. These records must be 
Consistent and can neither be Not Complete nor Inaccurate; and lastly, (iii) 
Non-usable. A record is Non-usable when it is Not Complete, Inaccurate, or 
Inconsistent. Non-usable records must not be listed in the catalogue. 

The Business Rule for Data Quality Assessment is then modelled with 
the following conditions: 1. A record has Suitable Quality when its BR. 
DQM.Completeness is Suitably Complete, its BR.DQM.Consistency is 
Consistent, and its BR.DQM.Accuracy takes a value of 100. 2. A record 
has Sufficient Quality when it is Consistent, is not Not Complete, and its BR. 
DQM.Accuracy is greater than or equal to 70. 3. A record has Bad Quality 
when it is Consistent, it is not Not Complete, and its BR.DQM.Accuracy is 
greater than or equal to 50. 4. A record is Non-usable when it is Not 
Complete, Inconsistent, or its BR.DQM.Accuracy is less than 50. 

5.1.6. Step 1.7. Define business rules for usability of data (BR.DUD) 
This step consists of deciding the level of quality that each record 

from the dataset must fulfil in order to be employed in the catalogue. 
The decision to be made concerns whether or not to include each single 
record in the catalogue of server instances. According to the way in 
which the BR.DQA has been modelled, a record might be listed in the 
catalogue if its level of quality is suitable or sufficient. Thus, the condi-
tions of the business rule for user decision-making are: 1. A record will 
be listed in the catalogue only when the BR.DQA is either of suitable or 
sufficient quality. 2. A record will not be listed in the catalogue when its 
BR.DQA is classified as Non-usable. 

5.2. Phase 2. Design, implement, and validate the DMN tables 

At this point, every business rule for data decisions has been 
modelled. Each level of the hierarchy presented in Fig. 3 must be 

implemented and integrated. Fig. 5 depicts the DMN hierarchy of this 
example. The steps followed in this example are described in the 
following sections. 

5.2.1. Step 2.1. Instantiate the BR.DV hierarchy level 
One table for each BR.DD explained in Subsection 5.1.3 must be 

created. Inputs are expected to be the attributes from the dataset. The 
output is a numeric value in the interval [0, 2] that indicates whether or 
not the attribute(s) fulfil(s) the conditions. The order of priority of the 
conditions is established when the business rule is defined, since the 
order of priority is in the order in which the conditions are defined. In 
the DMN table, each condition appears in a row in the same order in 
which they are defined, and the Hit Policy indicator is established as F 
(see Section 2.2). In this case study, there are 13 BR.DV, and 13 DMN 
tables must be created. Due to limitations on the length of the paper, 
only two of these BR.DVs are shown, although the reader can find the 
full list in the web presented by the authors.7 

The first is BR.DV.04, depicted in Fig. 6. It is composed of three rows. 
The first row checks whether the input String matches the required 
pattern. If so, it returns the value 2. If it is an empty String, it returns the 
value 1, and 0 otherwise. 

The second table is BR.DV.09, shown in Fig. 6. This has four inputs 
and four rows (if-then conditions). The three top rows are intended to 
verify whether the attributes Memory, ClockSpeed and Storage are 
inconsistent with the InstanceFamily attribute. These conditions were 
described in Section 5.1.3. Conditions in rows 1 and 2 verify whether the 
attributes Memory and ClockSpeed are less than 64 and 2.9, respectively. 
This is implemented by means of FEEL built-in functions. The condition 
is modelled by splitting the String in terms of its white spaces, then 
taking the expected numeric part and comparing the resulting numbers. 

5.2.2. Step 2.2. Instantiate the BR.DQM hierarchy level 
The DMN tables are built as described in Section 3.2. In this case, the 

inputs are BR.DQM are the output of the BR.DV. The measurement of 
each dimension is defined in a DMN table where each condition yields 
one value per dimension. Fig. 7 shows the DMN tables for the three 
defined dimensions. 

5.2.3. Step 2.3. Instantiate the BR.DQA hierarchy level 
Fig. 7 depicts how BR.DQA is modelled. In this case, the table inputs 

are the output of the business rules for data quality measurement. Each 
row specifies the conditions which must be accomplished for each 
assessment value. 

5.2.4. Step 2.4. Instantiate the BR.DUD hierarchy level 
Fig. 7 depicts the modelling of the BR.DUD. The input is the result of 

the BR.DQA. 

5.2.5. Step 2.5. Validate the set of rules 
DMN tables may be validated [9]. We propose the use of two tools to 

validate the DMN tables: dmn-js,8 which verifies a table by checking 
possible missing and overlapping rules; and dmn-check,9 which checks 
duplicate rules, conflicting rules, shadowed rules, types of expressions, 
correct use of enumerations, and correctly connected requirement 
graphs. 

5.3. Phase 3. Deploy, test, integrate, and execute the tables obtained by 
applying DMN4DQ 

We developed a tool, called dmn4spark,10 which takes a DMN file and 

7 DMN4DQ: http://www.idea.us.es/dmn4dq/  
8 dmn-js: http://dmn.cs.ut.ee.  
9 dmn-check: https://github.com/red6/dmn-check#validations.  

10 dmn4spark: https://github.com/IDEA-Research-Group/dmn4spark 

Á. Valencia-Parra et al.                                                                                                                                                                                                                       

http://www.idea.us.es/dmn4dq/
http://dmn.cs.ut.ee
https://github.com/red6/dmn-check#validations
https://github.com/IDEA-Research-Group/dmn4spark


Decision Support Systems 141 (2021) 113450

9

a dataset as inputs, and evaluates all the DMN tables for each record of 
the whole dataset. This tool is based on Apache Spark,11 a distributed 
computing framework. In this way, users can obtain a recommendation 
for the usability of each data record of the dataset in a given context in 
Big Data scenarios. One of the main advantages of Apache Spark is the 
fact that it abstracts users from defining data models, since it is able to 
infer the schema of semi-structured datasets. In addition, this tool offers 
the possibility of using external plugins for the structuring of datasets by 
means of data transformation techniques [40]. Once the corresponding 
DMN file is defined, it must be uploaded to HDFS or a web server 
reachable by the cluster on which the application will be run. The steps 
to follow to use this tool are summarised in Fig. 8. 

We employed this implementation to compute the results for the 
dataset of the case study in order to generate a recommendation on the 
potential usability of each of the 1,048,571 records. The results are 
depicted in Tables 4, 5, 6, 7, and 8. These show, for each DMN table, the 

number of tuples and the percentage thereof which fulfil each possible 
result of the business rules. 

5.4. Conclusion about the execution of the case study 

Regarding the results obtained, several conclusions can be drawn: (i) 
For almost half of the records the recommendation to discard them has 
been generated. This means that the potential risk of not having filtered 
out the data which fails to meet minimum standards of quality could 
have been much higher, since the existence of defects in the definition of 
half of the server instances would have strongly deteriorated the quality 
of the services offered, and consequently the reputation of the Company. 
If the organisation wants to increase the number of usable records, then 
the quality of the data must be improved; (ii) The main root cause of 
low-quality data is the lack of accuracy, given that around 37% of the 
records have an accuracy in the range of [0, 50]. These records might 
should therefore be analysed in order to find the root cause of the in-
accuracy; and (iii) intermediate cases such as sufficiently complete, ac-
curate, and sufficient quality are not very common. 

Fig. 5. DMN4DQ - Decision table diagram of the case study.  

Fig. 6. DMN tables for BR.DV.04 and BR.DV.09.  

11 Apache Spark: http://spark.apache.org/ 
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Summarising, the generation of a recommendation on the usability 
of the data helps both to automate the data quality assessment and the 
detection of the reason why the data fails to satisfy the business rules 
defined. Therefore, an in-depth study into the quality of those records 
which have been considered non-usable should be carried out. 

6. Related work 

Organizations today are aware of the importance of ascertaining the 
levels of the quality of data. The necessity to generate recommendations 
on the use of the data records based on some business restrictions with 

Fig. 7. DMN tables for the Completeness, Accuracy, and Consistency dimensions; the Assessment and the Data Usability Decision.  

Fig. 8. Steps to follow for using our tool dmn4spark.. In this example, the dataset and the DMN file are stored in HDFS, and the results are dumped in MongoDB.  

Table 4 
Ratio of results for the measurement of completeness dimension.  

BR.DQM.Completeness # % 

Suitably Complete 839,990 80.11 
Sufficiently Complete 888 0.08 
Not Complete 207,692 19.81  

Table 5 
Ratio of results for the measurement of accuracy dimension.  

BR.DQM.Accuracy # % 

100 629,106 60.00 
70 25,022 2.39 
50 392,714 37.45 
0 1728 0.16  
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regard to the measured or assessed level of data quality (i.e., the appetite 
for risk involved in using data with inadequate levels of quality) has 
been studied previously [14,29,36,45]. However, DMN4DQ goes one 
step further in that it is a holistic solution where the processes of mea-
surement, assessment (these two typically considered as synonyms), and 
generation of a recommendation of the use of data are integrated and 
adequately related by incorporating the business needs. Furthermore, 
we have tailored the OMG’s international standard DMN to support the 
automation of the required actions to generate the recommendation on 
the potential use of data grounding our proposal on the concept of de-
cision rules. To model the decision rules about data can be described, we 
ground our proposals on previous works aimed to formalise the data 
quality rules [27,34], expressed through some business rules [2] that 
data should meet. Other proposals, as [39], reflect that the discovering 
and definition of business rules - expressed by regular expressions, 
representing functional dependencies, by using control digits or 
employing association analysis - constitute the cornerstone of any data 
quality management initiative [1,13,17,34]. However, it is important to 
highlight that our work is not about discovering and defining business 
rules, but to combine them to generate automated business-based 
recommendation. In this sense, we encourage to read and to use the 
works describing traditional types of integrity constraints for data 
quality management, such as functional dependencies (FDs), and their 
extension conditional functional dependencies (CFDs) [5,16] or even the 
Fellegi-Holt method that automatically “corrects” data that fail some 
predefined requirements [6]. On the other hand, there exist generic 
approaches to define business rules but not used in the context of data 
quality as used in the paper. For example, SBVR [31] facilitates the 
definition of vocabularies and rules, but it is not decision-oriented. As 
said, to make operational the integration of the different parts, and to 
facilitate the modelling of the decision rules, instead of proposing a new 
one language, we propose the application of DMN, the OMG’s standard, 
which includes the FEELs. FEELs increments the easiness and feasibility 
of the writing of the rules - and the agnostic-technological imple-
mentation. Some other authors have proposed their own frameworks to 
automatically measure the levels of data quality, just to name a few, let 
us bring the works done by Liu et al. who introduces in [26] a semantic- 
aware data quality assessment for image big data; or the work by [3] 
who propose a methodology to build a data quality adapter module 
selecting the best configuration for the data quality assessment in big 
data. However, to the best of our knowledge, DMN4DQ is the first so-
lution that integrates every type of decisions needed to judge about the 

usability of a data record in the same framework, being our contribution 
the tailoring of such mechanisms to support a holistic solution. 

7. Limitations of the proposal 

In this section, we analyse the potential limitations of the proposals. 
Firstly, our approach is thought to be applied record by record (e.g. 
acting on a given tuple). Consequently, the definition of the rules is 
thought to describe business restrictions applying to every record, not to 
the whole dataset. However, the generalisation would not be difficult by 
including some logic aimed at computing global measurement on the 
whole datasets, which was initially out of the scope of our investigation. 
And secondly, the main issues of validation according to [46] are of 
internal, external and conclusion validity. 1. Internal validity refers to the 
trustworthiness of the result. In this respect, our work can be limited to 
three lines: (a) the assessment and measurement processes are database 
and data type agnostic, but are carried out over each independent tuple; 
(b) the type of business rules is limited to the support currently provided 
by the DMN specification and the FEEL language; and (c) the assessment 
and measurement of complex dimensions could require additional effort 
to construct auxiliary and extra functions in order to obviate complex 
attributes and rules. 2. External validity refers to the generalisation and 
the potential interest in the approach. To encourage the validation, us-
ability, and generalisation of our approach: (a) we have provided a 
methodology; (b) we have provided a tool; and (c) a step-by-step case 
study is given and results of the tool are analysed. Therefore, researchers 
or practitioners who wish to use, replicate, or extend our approach are 
welcome to do so. 3. Conclusion validity refers to the rigorousness in the 
relationship established between the research questions raised and the 
findings obtained. We have striven to overcome this limitation by 
providing all the resources employed in the paper, namely, the tool and 
the data used in pursuit of repeatability and replicability of the findings 
established. 

8. Conclusions 

The usability of the data largely depends on the data quality, and on 
the context where the data is used. In this paper, we have presented a 
methodology that integrates different types of business rules for data 
decisions, holistically tackling the data-usability recommendation. 
DMN4DQ provides a hierarchy to integrate decision rules about data 
values, measurements of various dimensions, assessment through the 
aggregation of dimensions, and the data usability. Derived from the 
necessity to make decisions regarding the data usability, we rely on the 
OMG standard for decisions, DMN, as a suitable mechanism to model 
and automate the generation of the recommendations on the usability of 
the data in a specific context, since it coherently and comprehensively 
enables the description and evaluation of the business rules regarding 
data decisions. Moreover, DMN facilitates the transformation of the 
knowledge held by business experts into a formal model. Thanks to the 
use of DMN, the automation of the evaluation of the level of data quality 
ceases to be a solely theoretical contribution and becomes real tech-
nology that is applicable to real scenarios. Furthermore, we have 
developed a tool that supports the methodology validated with a real 
dataset. 
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