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Abstract The prediction of protein structures is a current issue of great significance
in structural bioinformatics. More specifically, the prediction of the tertiary struc-
ture of a protein consists of determining its three-dimensional conformation based
solely on its amino acid sequence. This study proposes a method in which protein
fragments are assembled according to their physicochemical similarities, using in-
formation extracted from known protein structures. Many approaches cited in the
literature use the physicochemical properties of amino acids, generally hydropho-
bicity, polarity and charge, to predict structure. In our method, implemented with
parallel multithreading, a set of 30 physicochemical aminoacid properties selected
from the AAindex database were used. Several protein tertiary structure prediction
methods produce a contact map. Our proposed method producesa distance map,
which provides more information about the structure of a protein than a contact
map. The results of experiments with several non-homologous protein sets demon-
strate the generality of this method and its prediction quality using the amino acid
properties considered.

1 Introduction

There are currently two main approaches to predicting protein structure. On the
one hand, the ab initio and de novo methods try to solve the structure of a protein
based on physicochemical principles and without using any protein as a template.
Conversely, the homology modeling methods try to solve the structures based on
protein templates.

The template-based modeling methods achieve good results when there are pro-
teins with sequences similar to the target protein. When no homologous proteins
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with solved structures exist, free modeling is used. Withinthe free modeling meth-
ods, fragment assembly methods that reconstruct the structure of a protein from
other protein structural fragments, such as Rosetta [1], have been developed.

The physicochemical properties of amino acids have been used in several pro-
tein structure prediction studies. The most commonly used properties have been
hydrophobicity, polarity and charge; for example, in the HPNX model [2] for lattice
predictions.

There are numerous protein structure prediction algorithms that produce a con-
tact map to represent the predicted structure. Our method produces a distance map
that incorporates more information than a contact map, because it incorporates the
distances between all of the amino acids in the molecule, irrespective of whether
they make contact. Unlike 3D models, both contact maps and distance maps have
the desirable property of being insensitive to rotation or translation of the molecule.

The proposed method selects the most reliably known distances between amino
acid pairs from known protein structural fragments. The fragments are chosen for
similarities in length and in 30 physicochemical properties of their amino acids. We
evaluated the predictions obtained from several sets of proteins with low sequence
identity to determine the generality of the prediction method.

In the methods section, we describe the procedures used in our prediction. In the
experimental results section, we explain the data sets usedas well as how the results
were obtained. Finally, in the conclusion section, we discuss the main results of the
study.

2 Methods

The prediction system, called ASPF-PRED (Aminoacid Subsequences Property File
Predictor), was divided into two phases. In the first phase, aknowledge-based model
was generated from all of the fragments or subsequences fromall the proteins in a
training set. In the second phase, structures were predicted for all of the proteins in
a test set using the knowledge-based model generated in the first phase.

The knowledge-based model consisted of a set of vectors called prediction vec-
tors. Each prediction vector was obtained from a training protein subsequence and
contained the length of the subsequence, the average valuesof the physicochemical
properties of its internal amino acids and the actual distance between the ends of the
subsequence.

The length of each subsequence was standardized between 0 and 1. For this stan-
dardization, the length of each subsequence was divided by the maximum length of
all the training proteins. The standardization ensured that all of the prediction vector
traits were on the same scale and contributed equally to the prediction. The proper-
ties, attributable to each amino acid within the subsequence, were also standardized,
averaged and stored in the prediction vector. Finally, the actual distance between the
amino acid ends (first and last of the subsequence) was added to each vector.
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In the second phase of prediction, all of the test protein prediction vectors were
obtained and a full sequential search was conducted, comparing each of them with
the training protein prediction vectors. The objective wasto find the training protein
prediction vector that was the most similar to each test protein prediction vector. For
the search process, only the training vectors with the same ends as the test vectors
were considered.

For compare the prediction vectors, a Euclidean distance between the test and
training vectors was used. This distance was calculated from the lengths of the sub-
sequences and the average values of the properties of their internal amino acids.

After the predictions were made, a distance map was generated for each of the
test protein sequences. The distance map of a sequence is a square matrix of order
N, where N is the number of amino acids possessing this sequence. The factor(i, j)
with i < j of the matrix is the distance, measured in Angstroms, observed between
the ith and the jth amino acids of the sequence. To measure thedistances, the beta
carbons were used (except for glycine, for which the alpha carbon was used). The
predicted distances are finally stored in the lower triangleof each distance map.

The ASPF-PRED system generated the following measures to evaluate the qual-
ity of the prediction: accuracy, recall, specificity and precision. To obtain these mea-
sures, different cut-off thresholds were established for the actual distance values, and
these were analyzed in the experiment.

3 Experimental results

Four experiments were conducted to test the performance of the ASPF-PRED sys-
tem. An identical initial configuration was established forall of the experiments,
varying only the set of proteins used. For all of the experiments, ten-fold cross vali-
dation was used.

The set of physicochemical properties of amino acids that was used was obtained
by a selection of traits from the complete AAindex database [3], which lists 544
properties. The selection of traits that produced the best results has 30 traits, showed
in the Table 1, and was obtained by the Relief evaluation algorithm with the 10
nearest neighbors and a Ranker search algorithm. Both the set of properties and the
set of proteins used can be found at http://www.upo.es/eps/asencio/aspfpred30.

Table 1 Physicochemical properties of amino acids considered fromAAindex

UTK870103 MONM990201 VELV850101 KHAG800101 BUNA790103
MITS020101 TANS770108 WERD780103 NADH010107 MAXF760103
CHAM820102 TANS770102 RICJ880104 FAUJ880111 RICJ880117
KARP850103 VASM830101 JOND750102 QIAN880139 RICJ880101
GARJ730101 BUNA790101 WERD780102 WILM950104 RICJ880114
FAUJ880112 AURR980120 DIGM050101 SUEM840102 PRAM820101
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The objective followed in the selection of the protein sets was to use non-
homologous proteins (identity less or equal to 30%). Therefore, it was possible to
ascertain whether the prediction method is general enough and assert that it does not
work only for specific families of proteins.

In the first experiment, 20 proteins that were randomly selected from the PDB
Web [4] in April 2010 and had less than or equal to 30% identityto each other were
used. In this experiment we used a small set of proteins to test the behavior offered
by the predictor with a poor training information.

In the following experiments we used a larger number of proteins to see if it
increases the quality of the predictions with increasing training information. In ad-
dition, we have used identity values lower than that of experiment 1. Resolution
values used in obtaining experimental proteins was less than 1.4, with the aim of
providing accurate training.

In the second experiment, proteins with more than 70 amino acids with a resolu-
tion between 0-1.0, an R-factor between 0-0.2 and a maximum of 10% identity (118
proteins) were obtained from CullPDB [5]. In the third experiment, proteins with
more than 40 amino acids with a resolution between 0-1.4, an R-factor between 0-
0.12 and a maximum of 25% identity (170 proteins) were obtained from PDBselect
[6]. In the fourth experiment, proteins with more than 70 amino acids with a resolu-
tion between 0-1.1, an R-factor between 0-0.2 and a maximum of 5% identity (221
proteins) were obtained from CullPDB.

Fig. 1 Distance distribution for property WILM9501040. The x-axis represents the normalized
value of the physicochemical property and the y-axis represents the distance between amino acids
that have the value of the property
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Figures 1 and 2 shows the distribution of distances between amino acids accord-
ing to two physicochemical properties used (WILM9501040 and GARJ730101).
For this distribution of distances, have been referred to all the 221 amino acids of
all proteins of experiment 4. They include only the distributions of distances for two
physicochemical properties of amino acids, but the distribution of other properties is
similar. The x-axis of Figures 1 and 2 represents the normalized value of the physic-
ochemical property and the y-axis represents the distance between amino acids that
have the value of the property.

Fig. 2 Distance distribution for property GARJ730101. The x-axisrepresents the normalized value
of the physicochemical property and the y-axis represents the distance between amino acids that
have the value of the property

As can be seen in Figures 1 and 2, the distances between amino acids seem
to follow a normal distribution with mean 0.402 and deviation 0.31 in the case of
WILM9501040 property, and with mean 0.047 and deviation 0.059 in the case of
property GARJ730101.

In Tables 2 and 3 we show the results obtained in protein structure prediction
of the four experiments. We indicate the values of accuracy,recall, specificity and
precision. In Table 2 we used a cut-off of 4Å and in Table 3 a cut-off of 8̊A.

To show the complete results of the experiments and facilitate their analysis, one
graph has been included for each experiment (Figure 3). In each graph, the distance
threshold values (in Angstroms) are shown on the x-axis, andthe accuracy, recall,
specificity and precision values are shown on the y-axis.
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Table 2 Efficiency of our method at 4̊A of distance threshold.

Experiment Recall Precision Accuracy Specificity

1 0.10 0.08 0.99 0.99
2 0.31 0.39 0.99 0.99
3 0.48 0.43 0.99 0.99
4 0.40 0.41 0.99 0.99

Table 3 Efficiency of our method at 8̊A of distance threshold.

Experiment Recall Precision Accuracy Specificity

1 0.39 0.41 0.97 0.98
2 0.39 0.40 0.95 0.97
3 0.38 0.38 0.95 0.97
4 0.40 0.41 0.95 0.97

Fig. 3 Accuracy, recall, specificity and precision values of the four experiments

4 Conclusions

We performed four experiments to test the efficiency of our predictor with a poor
training knowledge (experiment 1) and with a higher and diverse training knowledge
(experiments 2, 3 and 4).

We found that, with a poor knowledge (experiment 1 with 20 proteins), the qual-
ity of prediction, in terms of recall and precision, is low for thresholds between 3.5
and 4.8Å. In particular, we obtain a recall of 0.10 and a precision of0.08 for 4Å of
cut-off. This difference may have been due to the lower number of training proteins
and, consequently, to the lower knowledge of the search space (protein structures).
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We tested our predictor with greater number of proteins and with great diversity
in their sequences (identities of 25%, 10% and up to 5% in experiment 4). The qual-
ity of the predictions in terms of recall and precision for low thresholds (between 3.5
and 4.8Å) is higher than in experiment 1. However, the behavior of the measures
for higher thresholds to 4.8̊A is similar to experiment 1.

Finally, we found empirically that the response of our method over protein sets
with great diversity in their sequences seems to be the same irrespective of the type
of protein to be predicted. In fact, the protein sets of these experiments have very
low identity. This result is desirable, in theory, since this study sought generality of
the method.
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