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centers that uses a natural language (Spanish) processor. The vocabulary is adapted to the 
context of physical processes. The process is considered to be composed of components with 
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INTRODUCTION 

In the majority of industrial process control sys- 
tems most significant decisions are taken by control 

center operators. The reason for this is that com- 

pletely automated systems are extremely problem- 
atic as pointed out by Martin and co-workers (1990) 
because in situations where surprises can lead to crit- 
ical situations and matters of life and death, respon- 
sible decisions cannot be left to such a systems alone. 
Instead final decisions must be left to people, because 
people have the ability to master unp~cedented sit- 
uations. An appropiate man-machine interface is, 
therefore, a major concern in process control centers. 

The need of friendly man-machine interfaces has 

been stressed in literature (Myers, 1989). It can 

be said that in general man-machine interfaces of 

control centers are quite friendly. Most of them 

use graphical screens to show the main process vari- 
ables trough different screens or windows represent- 
ing graphically different parts of the process. The 
variables which are not seen on graphical screens are 
normally shown in lists or tables. The operator com- 
municates with the control system using functional 

or dedicated keyboards. The different elements are 

selected by scren pointing devices such as tracking 
balls, light pens, mouses etc. 

Although, as has been mentioned before, the man- 

machine interfaces for control centers are quite 

friendly, they still need an extensive training period 

for operators. Other disadvantages of this type of 
man-machine interfaces is the great quantity of in- 
formation, some of it irrelevant, they tend to present 
to the operator. Presenting the operators with too 
much information can be a problem as it will tend to 

shift their attention from the import~t issues at that 
moment. In reality, the amount of information given 

to the operator can normally be specified when con- 

figurating the system, but as it is not precisely known 

what information the operator is going to need in ev- 

ery situation, at this stage, practically every scren is 

configured to present more information than neces- 
sary, just in caSe it is needed. 

Natural Language interfaces have been used succes- 
fully for this purpose in other fields such as graph- 
ical management systems (Kasturi and co-workers, 
1989) and information retrieve in stock market sys- 
terns ~Rodrfguez, 1989). Natural language interfaces 
may be used in control systems to dialog with the 

operators, accepting commands and presenting in- 
formation to them, in their natural languages. This 

may overcome some of the difficulties mentioned pre- 

viously. 

Another field of interest of natural languages process- 
ing is the explanation generation for expert systems. 
An expert system is a computer program that acts 
as an expert, that is, offering advice in most cases. 
An example of such an application can be found in 
(Kosy, 1989) where explanation in natural language 
are applied to financial modelling. As expert systems 

are a growing field in control centers, see for exam- 

ple (Rich and Venkatasubramanian, 1987) and (Nie- 
mann and co-workers, 1990), and some of then act as 

monitors offering advice or explaining the causes of 

a given situation, natural language processing may 

be, in general, of great interest as a tool for man- 

machine interfaces in control rooms. 

This paper presents a prototype of a friendly man- 
machine interface for control centers that uses a nat- 
ural language (Spanish} processor. The prototype 
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presented uses a grammar restricted to control cen- 
ter enviroments and the vocabulary is adapted to the 
context of physical processes. 

The paper is organized as follows: Section 2 intro- 
duces the main concepts of natural language process- 

ing. The knowledge bases needed for natural lan- 
guage processing in the control center enviroment 
are described in section 3. Section 4 is dedicated 

to describing the developed prototype. Dialog ex- 

amples are presented in section 5 and finally some 
conclusions are made. 

NATURAL LANGUAGE INTERFACES 

There are two basic forms of natural language in- 

terfaces (NLI): those using the written form of hu- 
man languages or those using the spoken form. The 
first ones use written sequences of words which are 
lexically, sintactically and semantically analized un- 

til their meaning is extracted. The second ones are 

more general and require a previous step in which 

the user’s voice is transformed into a sequence of 
written words. In reality, this first step has to be 

done in cooperation with the analysis in order to get 

an efficient understanding. This first step is deeply 
related to signal processing and has specific prob- 
lems concerning user dependency, continuous speech 
etc. There are a number of cards in the market that 

can recognize different numbers of words, are (not) 
speaker dependent and can (not) recognize continu- 

ous speech. 

This paper centers on the problem of understand- 

ing the written language, which is common to both 
types of interfaces. The procedure for understand- 

ing a written sentence can be decomposed into the 

following tasks: 

Lexical analysis: The sentence is broken into 
words and each of them is checked in a dictio- 

nary where necessary information about them 
is obtained for the next step. 

Sintactical analysis: The grammatical correct- 

ness of the sentence is checked. 

Semantical analysis: The meaning of the sen- 
tence is extracted. It may occur that a sintac- 

tically correct phrase has no meaning. In gen- 
eral, a phrase is considered to be semantically 
correct if the corresponding control command 
can be constructed. 

The two fundamental elements for understanding NL 
are the dictionary and the grammar. The dictionary 
contains all words that can be recognized by the in- 
terface and is necessary in the three phases of the 
analysis. The grammar is used in the sintactical and 

semantical analysis. In this last one, the composi- 
tionality principle of Frege is applied. This principle 
establishes that the meaning of the whole depends 

on the meaning of the parts that can be the same 
as the ones obtained in the sintactical analysis. In 

the case of control centers with NLI, the operators 
can express their commands to the control system in 
their language (or close to it). These commands will 
be analyzed, understood (translated to elementary 
commands to the control system) and processed as 
shown in Fig. 1. 
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Fig. 1: NLI Block diagram 

The operators do not have to know complicated 
Man-machine interfaces but will be able to use their 

natural languages referring to the process and to the 
related components without needing to remember 

precise names or labels for each of them. 

KNOWLEDGE BASE 

The necessary knowledge for the analysis is, on one 
hand, a linguistic knowledge and on the other knowl- 
edge about the process to be controlled. The first 

type of knowledge is general, whilst the second de- 
pends on the process at hand and has to be changed 

if the NLI is to be applied to another process. 

Linguistic Knowledge. The linguistic knowl- 

edge includes the dictionary and the grammar. The 

dictionary is composed of all the words that the oper- 

ator can use to communicate with the control system 

and is adapted to the context of physical processes. 
Thus the process is considered to be composed of 
components (pumps, tanks, pipes, . ..) and elements 
(water, fuel, coolants, . ..). There are also physical 
and chemical magnitudes associated to components 
and elements (level, flow, temperature, . ..). 

Words are entries for the dictionary and the out- 
put is their sintactical category and their associated 

meaning. For example, the word value has the sintac- 

tical category <noun> and the associated meaning 
<component,type valve>. The word open has the sin- 
tactical category <verb> and the associated meaning 
<order, type action, open>. 



The grammar is composed of a set of rules describ- 
ing the language, that is describing how the correct 
phrases can be formed. The grammar is restricted 
to the env~onment of a control center. Two types 
of commands are recognised, those of action and of 
information. The first of these allows actions to be 
carried out on the process and the second one for 
information to be obtained about it. Gaedar and 
Mellish (1984) h ave shown that Recursive Transition 
Networks (RTN) have many advantages to process 
natural languages. The grammar used, expressed as 
a RTN, is shown in Fig. 2, where S = Sentence, V 
= Verb, NP = Noun Phrase, DET = Determiner, 

PP = Prepositional Phrase, PREP = Preposition, R 
= R~~~tiono~ Clause, REL = Relative, CNJ = Con- 
junction, ID = element ~denti~ca~on and ADJ = 
Adjective. 

PP: 

security valve of a system, a pump can be 
the filling pump of a deposit, etc. 

s Inclusion relationships. A component 
can be a-part-ofa subsystem of the global 

system. 

e Process topology. Information about 
how the different components of the pro- 
cess are connected. In a hydraulic sy+ 
tern, components are connected by pipes, 
whereas in an electrical network the bus- 
bars, switches and electric lines between 
substations are the connecting elements. 

l Actions on components. Not, all actious 
on the different parts of the systems are 
valid. Each component needs specifica- 
tion about what valid actions can be per- 
formed on it. 

2. Variable information. 

o Failures. A component or a system can 
be faulty. In this case certain actions can 
not, be performed on it. 

a Measures. Corresponding to the vari- 
ables where sensing devices which are 
read by the control systems have been 
installed. 

l State of the elements. The state of the 
elements depends on the actions taken 
previously and it will change with time. 

The variable knowledge is kept fresh by the control 
system that reads the sensors located on the process 
as indicated in Fig. 3. 

Fig. 2: Recursive Transition Network for the 

proposed grammar 

This type of grammar simplifies the analysis, allow- 
ing real time processing, and can cope with most of 
the possible dialog between an operator and the con- 
trol system. 

Knowledge about the process. Knowledge 
about, the process being controlled is necessary for 
extracting the meaning of the phrases introduced by 
the operators, that is, in order to perform a semanti- 
cal analysis. The information about the process can 
be classified in the following way: 

1. Fixed information: 

Identification of Components. Each of 
the components must have a unique iden- 
tifier and belongs to a class of compo- 
nents (valves, deposits, etc.). 

Component functional dependencies. 
Components can be related by functional 
dependencies. That. is, a valve can be the 

FIXED WRIAELE 

KNOWCEWE KNCWLEWE 

Fig. 3: Knowledge Bases diagram 

The dialog of an operator with the control system 
is composed of phrases telling the control system to 
give some information, or phrases telling the con- 
trol system to perform some action over the process. 
Most of the phrases can be classified under one of 
the following types: 
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Direct orders over an element which is speci- 

fied directly or by its relationship to other el- 
ements or systems: abrir la vdlvula V4 (open 
valve V4) or abrir la vdlvula de entrada al de- 
posit0 principal (open the inlet valve of the 
main deposit) 

Direct orders over a set of elements. The set of 
elements is normally specified by a condition 
such as being a part of a certain system and 

belonging to a determined class of element, 

or being in a particular state: Abrir todas laa 
vdlvulas de1 sistema de refrigeracidn (open all 

valves of the refrigemtion system). 

Imprecise orders: Abrir un poco la vdlvula de 

llenado de1 deposit0 principal (slightly open the 
filling valve of the main deposit). 

Indirect orders (Goal orientated commands). 

Some orders require the execution of a series 

of elementary commands in order to be accom- 
plished. The system should take into account 
if all the elements needed to carry out the or- 

der are in working condition. 

Order demanding information. This informa- 

tion can be in the data base as such or may 

need to be elaborated. An example of this last 
type of query could be demanding information 

about a measure that can be calculated from 
others or about the state of a system. 

All these orders are not, in general, completely spec- 
ified. In some cases, the phrases can be specified by 

using an anaphoric resolution method, in other cases, 

this is not possible and a dialog with the operator will 
be needed. 

DEVELOPED PROTOTYPE 

The ideas presented in the previous sections were 
implemented in a prototype of a NLI. The princi- 
pal characteristics of the prototype presented are as 
follows: 

PROLOG (Clocksin and Mellish, 1984) was 
chosen as the programming language due to 

its being a declarative and recursive language, 

easy to use with symbols and structures and 
thus ideal for the development of natural lan- 

guage applications. 

The grammar used is the one described in the 
previous section which corresponds to a gram- 

mar defining a subset of the Spanish Language. 

The grammar is restricted to the environment 
of a control center. Two types of commands 
are recognised, those of action and of informa- 

tion. The first of these allows actions to be 
carried out on the process and the second one 
for information to be obtained about it. 

The vocabulary is adapted to the context of 
physical processes. Thus the process is consid- 

ered to be composed of components (pumps, 

l 

tanks, pipes, . ..) and elements (water, fuel, 

coolants, . ..). There are also physical and 
chemical magnitudes associated to compo- 
nents and elements (level, flow, temperature, 

1 . . . . 

The prototype uses a procedure for anaphoric 
resolution of phrases which are not completely 

specified. 

In order to illustrate how the NLI works consider 
that the operator has introduced a sentence such 

as: Abre la vdlvula de entrada de1 depdsito princi- 

pal (Open the entry valve of the main deposit). 

A lexical analysis is first performed. That is, the sen- 
tence is broken into words and it is determined if all 
the words are in the dictionary and their sintactical 
category and meaning. 

The second step is the sintactical analysis. A RTN 
parsing algorithm is used. Only phrases which are 
grammatically correct will pass this phase of the NLI. 

Part of the semantical analysis is done in this phase 
of the algorithm because, as it was indicated before, 

it is assumed that the sintactical analysis breaks the 

sentence into parts which are semantically signifi- 

cant. 

The semantical analysis starts by instantiating the 
refered components to their respective values. This 
is accomplished in a bottom-up manner (Notice that 
the sintactical analysis breaks the sentence in a top 

down way whilst the semantical analysis recomposes 
the phrase in the opposite direction). The sample 
phrase given above is transformed in the following 

manner: 

Abre la vdlvula de entrada de1 dep&ito principal 
(Open the entry valve of the main deposit) 
ABRIR VALVULA ENTRADA DEPOSIT0 PRIN- 

CIPA L 
ABRIR VALVULA ENTRADA DP 
ABRIR Vl 

APPLICATION EXAMPLES 

In order to illustrate the type of commands that the 
system is capable of processing and understanding, 

an example of a dialog with the NLI is presented. 

The control system and process referred to are sim- 
ulated. The original dialog in Spanish is given in 
italics with the responses of the NLI in capital let- 
ters. 

l abrir la valvula V4 

(open valve V4) 

-> VALVULA V4 ABIERTA 

(VALVE V4 OPEN) 



l abrir la ualuula de entmda de1 deposit0 de agua 
culiente 
(open entry valve of hot water tank) 

-> VALVULA V5 ABIERTA 
(VALVE V5 OPEN) 

l abrir la valvula que wnecta la tuberia T2 con 
la tub&a T9 
(open valve connecting pipe T2 to pipe T3) 

-> VALVULA V4 ABIERTA 
(VALVE V4 OPEN) 

l abrir la ualvula que con&a Jas tuberiaa T2 y 
T3 
(open valve connecting pipes T2 and T3) 

-> VALVULA V4 ABIERTA 
(VALVE V4 OPEN) 

l mostmr la tempemtum de1 deposit0 DC 
(show the temperature of tank DC) 

-> EL VALOR DE LA MEDIDA DE TEM- 
PERATURA EN DEPOSIT0 DC ES 25 C. 
(THE VALUE OF THE TEMPERATURE 
MEASURE IN TANK DC IS 25 C.) 

l activar la bomba de recirculation 
(activate recirculation pump) 

-> BOMBA BR ACTIVADA 
(PUMP BR ACTIVATED) 

l actiuar la bomba de principal 
recirculation 

de1 circuito de 

(activate the main pump of the recirculation 
circuit) 

-> BOMBA BR ACTIVADA 
(PUMP BR ACTIVATED) 

s moatrar la temperatura de la tuberia que une 
el intercambiador de color wn wn el deposit0 
de agua caliente 
(show the temperature of pipe joining the heat 
interchanger to the hot water tank) 

-> EL VALOR DE LA MEDIDA DE TEM- 
PERATURA EN TUBERIA T8 ES 30 C. 
(THE VALUE OF THE TEMPERATURE 
MEASURE IN PIPE T8 IS 30 C.) 

a cerrar la valvula que wmunica la bomba de re- 
circulation con el intercambiador de calor 
(close valve connecting recirculation pump to 
heat interchanger) 

-> VALVULA V8 CERRADA 
(VALVE V4 CLOSED) 

All these orders are correct and therefore executed. 
The following dialog examples correspond to sen- 

tences that cannot be executed for different reasons 
which are explained by the dialog itself. 

mocltrar el caudal de la tuberia principal de en- 
tmda de1 deposit0 de agua caliente 
(show flow in main entry pipe of hot water 
tank) 

-> NO EXISTE MEDIDA DE CAUDAL EN 
T UBERIA TS 
(THERE IS NO FLOW MEASURE IN PIPE 

T3) 

Abrir la valvula de salida de1 deposit0 principal 
(open outlet valve of main tank) 

-> EL COMPONENTE VI6 ESTA EN ES- 
TAD0 DEFECTUOSO 
(COMPONENT V16 IS IN A FAULTY 

STATE) 

abrir la ualvula que une el intercambiador de 
calor con con el deposit0 de agua caliente 
(open valve connecting the heat interchanger 
to the hot water tank) 

-> NO EXISTE NINGUN COMPONENTE 
DE TIP0 VALVULA ENTRE IC Y DC 
(THERE ARE NOT ANY TYPE VALVE 
COMPONENTS BETWEEN IC AND DC) 

abrir el deposit0 principal 
(open the main tank) 

-> LA ACCION ABRIR NO ES APLICA- 
BLE AL COMPONENTE DP 
(OPEN ACTION CAN NOT BE APPLIED 
TO COMPONENT DP) 

The following examples illustrate the anaphoric res- 
olution procedure. 

abrir la valvula de entmd al deposit0 principal 
(open the entry valve of the main tank) 

-> VALVULA V4 ABIERTA 
(VALVE V4 OPEN) 

cierrala 
(close it) 

-> VALVULA V4 CERRADA 
(VALVE V4 CLOSED) 

moatrar la temperatura de1 deposit0 principal 
(show temperature of main tank) 

-> EL VALOR DE LA MEDIDA DE TEM- 
PERATURA EN DEPOSIT0 DP ES 25 C. 
(THE VALUE OF THE TEMPERATURE 
MEASURE IN TANK DP IS 25 C.) 

moatrar el nivel 
(show level) 
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-> EL VALOR DE LA MEDIDA DE NIVEL 

EN DEPOSIT0 DP ES 50 % 
(THE VALUE OF THE LEVEL MEASURE 
IN TANK DP IS 50 %) 

Rodriguez Hontoria, H. (1989). GLJAI: un gener- 
ador automdtica de interfases en lengua nat- 
Ural. Univ. PolitCcnica Catalufia. 

cierra la ualvula de entrada 

(close entry valve) 

-> VALVULA V4 CERRADA 
(VALVE V4 CLOSED) 

CONCLUSIONS 

A model for a natural language interface of control 
centers has been proposed. A prototype of a NLI 
has been developed in PROLOG. The prototype ac- 
cepts Spanish sentences corresponding to most po5 

sible dialogs between operators and control centers. 
The NLI could be greatly enhanced by introducing 
other techniques such as temporal reasoning in the 
explanation mechanism. 
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