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Abstract. Business process discovery provides mechanisms to extract
the general process behaviour from event observations. However, not
always the logs are available and must be extracted from repositories,
such as relational databases. Derived from the references that exist
between the relational tables, several are the possible combinations of
traces of events that can be extracted from a relational database. Dif-
ferent traces can be extracted depending on which attribute represents
the case−id, what are the attributes that represent the execution of an
activity, or how to obtain the timestamp to define the order of the events.
This paper proposes a method to analyse a wide range of possible traces
that could be extracted from a relational database, based on measuring
the level of interest of extracting a trace log, later used for a discov-
ery process. The analysis is done by means of a set of proposed metrics
before the traces are generated and the process is discovered. This anal-
ysis helps to reduce the computational cost of process discovery. For a
possible case−id every possible traces are analysed and measured. To
validate our proposal, we have used a real relational database, where the
detection of processes (most and least promising) are compared to rely
on our proposal.

Keywords: Process discovery · Promising process · Measures ·
Relational databases

1 Introduction

Business Process Management (BPM) facilities the modelling and deployment 
of the process with a high level of automation [15]. BPM is centred on the
optimization of the processes, based on a described model and the observation 
of the real actions executed in the organizational daily activities. The irruption of
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Fig. 1. Measuring the promising processes

BPM in industrial scenarios [20] has provoked to tackled cases where processes
are not modelled or executed by Business Process Management Systems but
implemented as specific applications for each organization. These applications
generate an important quantity of data that is stored as evidence of the processes
executed. This data could be used in Process Mining [5] to discover the processes
and to ascertain if the organization is working as expected. However, one of the
challenges to applying process mining techniques is to generate the event logs
used as input of the discovering algorithms. An event log can be defined as an
ordered list of activities executed in accordance with a case−id that differentiates
each trace. There are several papers and tools that facilitate the extraction of
the traces from relational databases for later discovery, as detailed in Related
Work section (Sect. 2). The problem is that derived from the relationships that
exist between the data of the relational tables, a huge number of different traces
can be obtained from a relational database. The knowledge of the expert is a key
aspect to ascertain which attributes are relevant to extract promising business
model in a discovery process. This implies to ascertain which attributes will
represent: the case−id, the activity name and the timestamp.

In order to guide the expert about the feasibility of detecting a promising
process from a possible trace extracted from a relational database, we propose
a method to measure the potential traces that can be extracted. As shown in
Fig. 1, several are the potential traces (represented by the standard XES [2]) that
can be extracted from a relational database. To propose a ranking for the most
and least promising traces for later discovery, we propose a set of metrics for
detecting hiding processes. To validate our proposal, we have included another
metric to measure the quality of the discovered processes, to verify if the metrics
for detecting hiding processes are valid.

The paper is organized as follows: Sect. 2 summarises the most relevant
related proposals; Sect. 3 presents the real example where our proposal has
been applied; Sect. 4 details the method proposed to extract the most promising
traces; in Sect. 5 the evaluation of our proposal in a real example is shown; and
finally the paper is concluded and future work is explained.

2 Related Work

The relevance of the extraction of event data from databases is widely known
[4,10], and it is an important mechanism to enrich the process mining [22]. For a



general point of view, the analysis of the evolution of the data also represents the
activities executed [21]. Previous proposals have analysed the possible relations
between the stored data and the business processes [11,16,17,25]. Especially,
relational databases have been used as a source of analysis to extract log traces
for a later process discovery [22]. In [12], Dijkman et al. apply relational algebra
to query the database and extract the log traces. In [8], Berti and var der Aalst
include the discovery of Multiple Viewpoint models annotated with performance
and frequently information from relational databases. However, their proposal is
based on the analysis of the attributes but not in the values of the attributes. In
addition, different tools have been implemented to support the trace generation
[18,27] and to retrieve event data from databases, such as OpenSLEX [23].

Not only relational databases have been the analysed source of traces, but also
the problem of log extraction from semi-structured sources has been addressed
[26]. There are also some studies to ascertain the case−id from unstructured
data. Bayomie et al. in [7] infer the case−id for the unlabeled event logs, and
Helal et al. in [19] establish a ranking of possible case−id from unlabeled event
logs. Nevertheless, none of them infers the case−id ranking the information from
a relational database.

The necessity to measure the quality of the process is a known problem,
and the application of discovery techniques to incorrect or inaccurate data log
will generate incorrect or inaccurate business process models [28]. There exist
several criteria to assess the data quality in general [6,24], but centred on data log
quality, the Process Mining Manifesto [3] develops a deeper analysis, including
safety, completeness, correctness or trustworthiness. Nevertheless, this analysis
only includes the quality of the log, but not the evaluation of the quality of the
knowledge acquired from the log. In [3] the quality is measured quantitatively.
These maturity levels assign the lowest quality when the recorded events do
not correspond with the reality, for example, when they are recorded manually.
Whereas high quality describes an automatic and complete recovery, reaching
the highest quality when every event recorded, and its attributes, have a known
semantic meaning about the Business Process Model (BPM). However, this way
to measure the quality is not related to the type of processes that could be
discovered after the application of a discovery process, the reason why we have
defined different metrics to guide in this issue.

To the best of our knowledge, this is the first proposal that tackles the prob-
lem of detecting the most promising traces for a later discovery process.

3 Case Study

As outlined in Sect. 1, one of the biggest challenges of the discovery task in
process mining is the automatic creation of an event log from a data source. The
extraction of these logs from relational databases is an area in which numerous
works have been developed as it is analysed in Sect. 2.

However, all these solutions have a common factor: they all require expert
knowledge about the domain and the data in order to perform an extraction that



has the potential to be used in subsequent discovery tasks. This fact represents
a major problem when we are facing with a large volume of data, which is very
common in digitized organizations nowadays. Moreover, this problem seems even
more interesting to address when is taken into account that the organization’s
data expert does not have to be a business process management expert, which
means that the data extracted by the data expert could be of little use for process
discovery. In the case of the business process management expert, it may take a
long time to understand the distribution and semantics of information in order
to extract the most relevant in the correct way.

As an example of this scenario, we present our case study: a relational
database with more than 300 tables containing the daily operation of assembly
and testing processes on aircraft in one of the Airbus Space & Defence facto-
ries1, that will serve us to evaluate our proposal to automate the detection of
promising processes. More specifically, for our proof of concept, we have focused
the experiments on the four fundamental database tables shown in Fig. 2:

– Aircraft represents the different aircraft that are assembled and tested. The
table contains, among other things, information such as unique identification
of the aircraft, its type and version, a serial number and registration, and
modification dates and registrars.

– Functional tests stores every data related to ground test instructions, which
are a representation of the functional tests carried out on aircraft during
their assembly process. This table has more than 45 attributes, containing
the information as relevant as the unique identifier of the test, its title, code
and version, the reasons why it exists, the type of test, various dates and user
identifiers related to its creation and modification, subsystem in which it is
carried out, different natural text fields describing test specifications, etc.

– Test execution keeps the information concerning the execution of the tests
described above. So that each record in this table will be associated with a
particular functional test and aircraft, as well as a workstation where the test
has been executed.

– Incidents saves the incidents that occur during each running test, using more
than 30 attributes, which indicate the type of incident and its severity, dates
and users associated with its registration, modification or cancellation, and
various attributes related to observations made in natural text.
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Test
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Execu on

Incident

1 1

1

n n

n

Fig. 2. Case study class diagram.

1 The data cannot be published due to a confidentiality agreement.



With only these four tables, it is possible to obtain several interpretations of
the assembly and testing process, and understand the high number of possible
traces that can be created, since it provides us with enough information to be
able to discover a wide variety of processes using different case−id and events. For
example, the evolution in the assembly of the aircraft can be analysed according
to the workstations in which the tests are executed, the tests can be studied for
the type of the incidents that occur during its execution. or the incidents can be
analysed based on the functional tests with which they are associated.

To be more precise, with only this small sample of four tables of the database,
at least 240 different processes could be discovered. Moreover, the combinatorial
nature of the problem has been reduced with: (1) only the primary keys of the
tables can be selected as case−id since the case−id must be a unique value, and;
(2) float numbers, dates and Boolean attributes cannot be taken as events since
this type of data cannot help to determine the execution of activity of a change
of state in a system. This fact highlights the need to find out a way to automate
the search for information that can be extracted to create promising processes.

4 Proposal: Method to Detect Promising Processes

The main objective of the proposal consists of analysing the data of the relational
database in order to detect hiding business processes that can be promising to
know how our system works. The method comprises the following steps:

1. Analysis of Promising Traces is the first step to decide which attributes
of the database are more suitable to be the case−id and to represent the
events of the promising business processes. In this step, various metrics are
necessary to evaluate the traces and select which ones will compose the event
logs, before the traces are generated or the processes are discovered. Each
part of this analysis is detailed in Subsect. 4.1.

2. Generation of traces is executed once the case−id and the events are
selected according to the previous step. The traces are extracted from the
relational database by using some of the existing solutions, such as XESame
[18] plugin of ProM.

3. Discovery of Business Process and Assessment of Process Quality
algorithms are applied to the selected traces to discover the promising pro-
cesses. These business processes should be analyzed to ascertain if they are
promising or not. This step is analysis in deep in Subsect. 4.2.

4.1 Analysis of Promising Traces

Many times, the information generated during the execution of a process is stored
in a scattered manner in the databases. For example, a test run of an aircraft
includes new tuples in a table but can also update values from existing tuples in
other tables. This implies that to know how an aircraft evolves can be relevant
to analyse the attributes of Table Aircraft but also their tests, execution of



incidents. But hundred are the possible combinations according to the different
attributes of each table.

The first step is the analysis of a possible case−id, that must be a unique
value that comes together with a set of events that represents the execution of an
instance of a process. Thus, the primary key of the tables is a unique identifier,
as well. In our approach, we consider the primary keys as a good candidate
to represent the case−id. Besides, since the relationship between two tables in
a database is established by using a pair of primary-foreign keys, case−id will
allow the information of related tables to be included in the case.

On the other hand, an event in a log trace represents the execution of a
task in a process instance. In our proposal, the possible events are the values of
the attributes that are related to a specific case−id. It is worthwhile prioritiz-
ing among the attributes that give the most relevant information related to the
selected case−id. Therefore, those attributes whose values are Float numbers,
Dates, or Boolean, can be discarded at the outset since they cannot be under-
stood as a type of task involved in a business model. For example, which activity
would represent the true value or the date 05/05/2020?. To know what are the
possible attributes, the relational database can be represented as a graph (as
shown in Fig. 3) where each node represents an attribute, and the edges relate
the attributes with its primary key or the relation primary-foreign key. From
a primary key attribute, every reachable node can represent the execution of a
task (representation of an event), whose timestamp is extracted from the redo
log files of the database. To carry out the analysis of which attribute is the most
appropriated to represent an event, we analyse the specific values stored in each
attribute and its relation with the case−id. For the example, if the primary key
of Aircraft Table is the case−id, and the events are the types of incidents of the
Table Incidents, we could know (i) the number of traces (different values of the
primary key in aircraft); (ii) the events of each trace (the types of incidences
of every text related to each aircraft); and (iii) the different number of events
(the different values of the types of incidents). Without creating the trace, we
obtain important information about the potential traces, and the possible pro-
cess discovered later. To measure this information, we present the following set
of metrics to know the complexity, diversity, and noise of the different attributes
as hypothetical events. The metrics are:

Complexity: the complexity (C) of a process model is understood as the average
number of events per trace. A very high number of event per trace will generate
too complex processes. However, a very low number of events will produce too
simple processes. In order to obtain values between 0 and 1 that allows us to
compare all the candidates, it is necessary to normalise (Cn) the values computed
in the previous arithmetic operation. To do so, the formula below has been
used to penalise both excessively simple and extremely difficult processes and
favour those in-between. In the formula, Ci represents the complexity value of
a candidate (attribute), Cq1 and Cq3 the values of the first and third quartile



Fig. 3. Relational Database as a graph.

respectively of all the complexities of the chosen sample and Cmax the maximum
of the complexities of the selected sample.

Cn(Ci) =

⎧
⎪⎨

⎪⎩

Ci < Cq1 ( 1
Cq1

) · Ci

Cq1 < Ci < Cq3 1
Ci > Cq3 ( −Ci+Cq3

Cmax−Cq3
) + 1

(1)

Diversity: the diversity (D) of a process model is the value that represents
the density of different events that occur in all the traces among all the events
that are presented in the log. This value should also be standardized (Dn) to
allow comparison of the quality of different candidates. There is also necessary
to penalise proportionally both processes, those in which there is little variety
of events and those where is so much variety that is difficult to extract frequent
behaviour. The normalisation function is as follows, where Di represents the
diversity of a candidate and Dmean, the mean of the diversities of the candidates
of the selected sample:

Dn(Di) =
{
Di < Dmean ( 1

Dmean
) ·Di

Di > Dmean (−Di+Dmean

1−Dmean
) + 1

(2)

Noise: the noise (N) of a process model means the average of events that only
occur once in the whole log among all the events inside of it. The normalised
(Nn) value should be measured between [0..1] according to the following function,
which rewards candidates in which the presence of noise is minimal:

Nn(Ni) = −Ni + 1 (3)

4.2 Discovery of Business Processes and Assessment of Process
Quality

Once the XES traces are created, different algorithms can be used to discover
the process model. In our case, we have applied Inductive Miner techniques using
ProM [1,14]. The noise threshold used in the process discovery is 0.2.



In order to know if the selected traces are promising, we propose to (i) mea-
sure the quality of the business processes, (ii) verify the proper functioning of
the metrics, and (iii) corroborate that those are promising indeed. To this end,
we have defined the Will Level metric, as the mean of possible tasks that can
be selected in each step according to the process model, divided into the number
of total tasks of the process. It is applied to the discovered process model to
know how the general it is. For example, in a flowering process, in each step of
the instance, any task can be executed, then the metric will level informs about
the low use of a process that does not restrict what activity can be executed.
The range of the metric is between [0..1], where 0 represents a very restricted
process (a sequence of tasks) and 1 a process with XOR-gates that include every
task among their branches. The calculation of the Will Level is based on the
analysis of the process as a graph, to analyse the possible next activity to exe-
cute analysing the possible paths. In order to do that, to obtain the value of the
metric the following phases are required:

1. Translation of the process model (i.e. a BPM modelled using the standard
BPMN [9] in our case) to a directed labelled graph, where events, gateways
and tasks are nodes. The weight of the edges will be 1, if the target of the
edge is a task since it means that we have an option, 0 otherwise.

2. Execution of the Dijkstra algorithm [13] to find out all the shortest paths in
the graph from the start event and a task to the others.

3. Calculate the will level of each task and the start event as, the number of
possible next activities, that are those paths of length equal to 1, divided into
the total number of tasks.

4. The calculation of the total Will Level is the arithmetic mean of the Will
Level value of each activity node.

5 Evaluation

In order to evaluate our proposal, we utilize the data described in Sect. 3 applying
the metrics presented in Sect. 4. More specifically, we have made all the possible
combinations in which the unique identifier of Table Aircraft acts as case−id,
while its attributes and those belonging to the other three tables represent the
events. Thus, we analysed 58 possible attributes as potential events, before creat-
ing the traces used for discovering the processes. The use of our proposal reduces
the analysis of those 58 traces, focused on discovering only the most promising
according to the metrics.

Table 1 shows the results of the normalised metrics for a selection of 13 for
the primary key of the aircraft table as the case−id. These 13 represent the 9
best traces (good values for the three metrics), and the 4 worst (bad values for
the three metrics).

Some of the discovered processes are shown in Fig. 4. Although the details of
the processes cannot be seen, it is possible to observe which are the best rated since



Table 1. Results of the metrics for the detection of hiding processes.

Table Attribute Complexity Diversity Noise

Incident Station 0.971 0.777 0.999

Functional test Name 1 0.970 0.986

Functional test Reason 1 0.860 0.986

Functional test Affected 1 0.916 0.999

Functional test Title 1 0.816 0.998

Functional test Comments 0.970 0.973 0.985

Functional test Aby 1 0.893 0.999

Functional test Modification user 1 0.875 0.999

Functional test Supported 1 0.988 0.996

Aircraft Serial Number 0.005 0.094 0

Aircraft Description 0.005 0.094 0

Incident Comment 0.176 0.131 0.221

Functional test Reason reference 0.015 0.142 0.666

BEST RATED

WORST RATED

Fig. 4. Examples of discovered processes.



they are more understandable and relevant processes than the others. The worst-
rated are processes with some XOR-gateways with several branches, that represent
that any task can be executed.

Bymeasuring the quality of these processes through thewill levelmetric defined
previously, we obtain Table 2 that shows the results.

Table 2. Sample of Will Level metric results.

Table Attribute Will Level

Incident Station 0.28

Functional test Name 0.02

Functional test Reason 0.06

Functional test Affected 0.76

Functional test Title 0.06

Functional test Comments 0.21

Functional test Aby 0.21

Functional test Modification user 0.28

Functional test Supported 0.05

Aircraft Serial Number 0.95

Aircraft Description 0.95

Incident Comment -

Functional test Reason reference 0.81

To assess the results obtained with the proposed methodology, we will rely on
the values of themetrics depicted inTables 1 and 2. In both, the candidateswith the
best results are placed above the double horizontal line, while those with the worst
results are placed below. As can be seen, the candidates rated as best or worst in
Table 1 have continued to be classified in the same way with the metrics to discover
hidden processes.

In Table 1, it can be seen that all the best-rated attributes have a complexity
close to 1, which is positive, as it implies that they have a well-balanced number of
events per trace, meaning that they are not excessively simple or too large. Con-
cerning diversity, we found that the best candidates present values greater than
0.75, while the worst are always below 0.2. For the last ones, we can observe that
most of the worst-rated candidates have a diversity close to 0, meaning that either
they are excessively repetitive traces, or there is so much variety in the distribution
of events (infrequent behaviour). Regarding the noise, event logs that have a very
low noise level are benefited, and this evidences that the best-rated candidates,
that have a noise level very close to 1, have hardly any instances that represent an
outlier and can alter the results in the discovery.

The results must be interpreted oppositely in Table 2, the candidates will be
better, the lower their value in this metric, since this will indicate high levels of



sequentiality. Special cases, such as ‘Affected’ or ‘Reason reference’, whose values
are slightly close to 1, might indicate that this type of event log would offer bet-
ter results if declarative rather than imperative models are used. This conclusion
comes since their traces reflect that they are very permissive processes but have cer-
tain restrictions. The attribute Comment does not have will level defined since the
level of noise is so high that no activities are discovered by using Inductive Miner.
Once the most promising processes have been obtained, the next step would be to
ask the business experts which of them could really be used because they are really
useful for the business. This step is outside the scope of this article but will be a
future work.

6 Conclusion and FutureWork

This paper presents a method to guide in the detection of hiding processes by
analysing the information of the relational database that contains the data pro-
duced by a process. To extract the most promising processes, hiding into the data,
some metrics have been proposed based on the number of traces, events, and fre-
quency of them, aligned with the metrics of complexity, diversity, and noise. The
analysis of these metrics provides a ranking to ascertain, for each case−id, what
are the possible event logs that could be interesting to participate in a discovery
process. The validation of our proposal is focused on the analysis of the relevance of
the obtained processes, using the evaluation of an expert and measuring the level
of will that represents the discovered process. According to these metrics, our pro-
posal has been ratified. For the future, we consider extending the types of metrics
both before and after the processes discovery. Moreover, analysing the database
structure to infer new possible indicators that help to infer the most promising
processes.
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16. Gómez-López, M.T., Borrego, D., Gasca, R.M.: Data state description for the migra-
tion to activity-centric business process model maintaining legacy databases. In: BIS,
pp. 86–97 (2014)
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