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Abstract. Robotic Process Automation (RPA) is a discipline that is
increasingly growing hand in hand with Artificial Intelligence (AI) and
Machine Learning enabling the so-called cognitive automation. In such
context, the existing RPA platforms that include Al-based solutions clas-
sify their components, i.e. constituting part of a robot that performs a
set of actions, in a way that seems to obey market or business deci-
sions instead of common-sense rules. To be more precise, components
that present similar functionality are identified with different names and
grouped in different ways depending on the platform that provides the
components. Therefore, the analysis of different cognitive RPA platforms
to check their suitability for facing a specific need is typically a time-
consuming and error-prone task. To overcome this problem and to pro-
vide users with support in the development of an RPA project, this
paper proposes a method for the systematic construction of a taxonomy
of cognitive RPA components. Moreover, such a method is applied over
components that solve selected real-world use cases from the industry
obtaining promising results .
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1 Introduction

The term Robotic Process Automation (RPA) refers to a software paradigm
where robots are programs which mimic the behavior of human workers inter-
acting with information systems (ISs) [17,18,26,31], i.e. sets of components that
perform actions that solve a particular RPA task. Such a paradigm has become
increasingly popular due to RPA is of much interest to organizations. In such
context, solutions that are based on Artificial Intelligence (Al)—called cognitive
RPA [21] solutions—are receiving increasing attention since the combination of
both disciplines offers several advantages. On the one hand, AT methods enhance
RPA solutions by providing new capabilities. On the other hand, RPA solu-tions
produce data regarding the own execution of the processes, that allows for
improving the performance and accuracy of Al-based proposal, i.e., they enable a
continuous training of the AT models. Therefore, main RPA platforms [20]
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(e.g., BluePrism!, UiPath?, and Automation Anywhere?®) already offer a battery
of components that are based on Al techniques.

In the context of an RPA project, the RPA developer* should take several
decisions related to the robot design. Such decisions need to be based on the tar-
get RPA platform where robots are being developed. For this, the RPA developer
needs to clearly understand such platforms, since one of the key factors which
lead to the failure of RPA projects is the lack of understanding of these platforms
[3]. This is especially important in the context of Al-based RPA solutions since
they classify their Al-based RPA components in a way that seems to obey mar-
ket or business decisions instead of common-sense rules. That is, components
that present similar functionalities (e.g., “character recognition” is similar to
“text language detection”) that are identified with different names and grouped
within different categories depending on the platform that provides the compo-
nents. For instance, UiPath platform considers that a task related to the recog-
nition of a document element is classified as part of the group named Document
understanding, while the BluePrism platform classifies such task within a group
named Document processing. Therefore, analysing different RPA platforms to
check their suitability for facing a specific need is typically a time-consuming
and error-prone task.

This problem has been also pointed out by industry. To be more precise,
the Servinform S.A. company, which considers Al-based RPA solutions as one
of their strongest business lines, has identified a series of components that solve
common use cases, in which the application of AI techniques is required. When
developing these components, two main problems were found: (1) the task of
selecting the most suitable platform is very challenging due to the heterogeneity
of names and grouping of components, and (2) the task of training experts within
the team to master one kind of component, such as detecting elements in doc-
uments or natural language processing for conversations, since these categories
do not exist or are not easy to identify among the platforms. As a consequence,
Servinform S.A. together with the IWT2 research group® is currently involved
in a research project, called AIRPAS, that is focused in the integration of Al
techniques and RPA.

Figure1 shows a graphical description of the motivation of this work. The
RPA developer should decide how to design a robot to solve a cognitive task. For
this, the developer has to analyze several Al-based RPA components that pro-
vide a solution to the problem. As can be observed, this component is identified
with different names in each RPA platform which, moreover, present heteroge-
neous taxonomies. To provide support to RPA developers in the context of an

! https://www.automationanywhere.com.

2 https://www.uipath.com.

3 https://www.automationanywhere.com.

4 https:/ /www.edureka.co/blog/rpa-developer-roles-and-responsibilities/ .

5 http://iwt2.org.

5 https://www.servinform.es/wp-content /uploads/2020/02/Servinform- ATRPA-Publi
cidad-web-corporativa.pdf.
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Fig. 1. Problem motivation

AIRPA project, this paper proposes a method for the systematic construction
of a taxonomy of cognitive RPA components. This method is based on an incre-
mental taxonomy which evolves a base taxonomy as needed. To be more precise,
the application of the proposed approach leads to an initial taxonomy that can
be extended and updated by following the incremental approach of the method-
ology. In addition, the proposed approach has been applied over a selection of
RPA components that solve real-world use cases from industry. With such an
application, it could be observed that the results that were obtained are very
promising.

The rest of the paper is organized as follows. Section 2 describes the proposed
method for the systematic construction of a taxonomy of cognitive RPA compo-
nents. Section 3 presents the application example. Section4 briefly summarizes
related work. Finally, Sect.5 concludes the paper and describes future work.

2 Systematic Construction of a Taxonomy of Cognitive
RPA Components

To achieve a common classification for cognitive RPA components, named Al-
RPA tazonomy, the following procedure has been carried out. Firstly, the avail-
able knowledge sources were identified. The sources that are considered are: (1)
RPA platforms and organizations, and (2) human-knowledge that is provided
by experts in such field. For example, in the application example described in
Sect. 3, the sources are the UiPath, BluePrism and Automation Anywhere (here-
after AA) platforms, and experts from Servinform S.A. and IWT2 group.

The proposed approach considers a tree structure for the resulting taxonomy.
In such a structure each node corresponds to a category. For defining the first
level of the tree, taking as reference [28], a literature review on cognitive RPA
taxonomies has been carried out. In such review, the works [9-11,15,24,27] have
been analyzed. It can be observed that [9] is the only work that provides an Al
classification by type of application. It proposes a first level for the taxonomy



tree that covers all fields related to the application of Al to RPA. To be more
precise, [9] proposes four categories: (1) classification, (2) skill acquisition, (3)
continuous estimation, and (4) clustering. Considering these categories, a study
was conducted to determine whether this classification could be used to group
the studied Al-based RPA components. As a result, classification remains intact,
skill acquisition and continuous estimation were adapted to processing and gov-
ernance respectively, to bring their definition closer to RPA field. Meanwhile
clustering is eliminated as a category, since it is considered as a technique used
transversely in the other categories. This fact is justified by the very definition
of the term given in this quotation “Clustering is one of the most widely used
techniques for exploratory data analysis. Across all disciplines, from social sci-
ences to biology to computer science, people try to get a first intuition about their
data by identifying meaningful groups among the data points” [25]. Thus, it is
an Al technique that will be the basis for the construction of components that
are grouped in other categories, e.g. classification [19], but it cannot be defined
as a category itself since this taxonomy does not group by technique but by
application or functionality.

Thereafter, each of the categories was adapted to bring their definition closer
to RPA field as described below.

— Classification: this term is used in both AI and RPA in the same way. As
its name suggests, it comprises everything that encompasses a classification,
from the traditional one by file type, to detection or recognition.

— Processing: includes functionality that requires skills acquisition, i.e., natural
language processing [23] or intelligent image processing [7] to obtain a specific
output.

— Governance: I'T governance enables the effective use of IT which has a sub-
stantial impact on the value generated by IT investments [30,32]. In RPA,
continuous estimation, similar to prediction and analysis—that is the basis of
decision-making—are focused on process governance. The term governance is
widely used in the field of RPA, as seen in [5,29]. One of the most represen-
tative examples of this is to determine which will be the next component to
be used or if extra instances of a robot will be needed to cover the demand.

In the proposed approach, these categories will compose the first level of the
AI-RPA taxonomy. In such taxonomy, when trying to classify a component, the
aim will be to try to find the deepest possible category since the tree struc-
ture gives the taxonomy a hierarchical perspective. However, all the categories
are defined by following the same procedure and have the same importance,
including the ones that are placed in the first level.

This means that a component can be located in any of the nodes of the
taxonomy, even if it is not a leaf node. This hierarchical structure will evolve
dynamically, including new categories, for which these steps are followed”:

7 A similar procedure for classification was successfully applied previously in the con-
text of Machine Learning knowledge [13].
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Fig. 2. AI-RPA unified knowledge store

A new term referring to an Al — RPA category is taken from one of the
sources.

This term is compared to existing terms in the taxonomy. If the taxonomy
is empty or there are no equivalent terms—a term that refers to the same
category—, it is added as a child of the most similar category. Conversely, if
an equivalent term is found, it is compared with the current category and,
if it is considered that conveys the concept better than the current one, the
latter is replaced.

Whenever a new term is added to the taxonomy, (1) the knowledge source
from which it comes is saved (cf. Fig.2), (2) the characteristics that make a
component to belong to a category must be entered or updated, and (3) if it
corresponds to a leaf of the tree that forms the taxonomy, the type of input
that supports that category it is also indicated. For instance, if the term Docu-
ment Understanding is added, it would be related to the term Classi fication
— Detection — Elements, storing that it supports Documents as input and
its origin lies in Ui Path.

To better understand the structure of the AI-RPA taxonomy, each of its

component elements is defined below.

Definition 1. An AI-RPA taxonomy AIRPAT = (KnowlSources, Category-

Terms, TaxCategs, CategoryChars) consists of

— KnowlSources: a set of tuples (source;q, SOUrcename) which contains a

unique id in the AIRPAT, and the name of the knowledge source.
CategoryTerms: a set of tuples (categoryTerm;q,categorylermuame,
source;q, taxCategory;q) which contains a unique id in the AIRPAT, the
name of the category which is given in the knowledge source, an id of a knowl-
edge source in KnowlSources which this category term comes from, and an
id of a tazonomic category in TaxCategs. The latter attribute aims to keep
a synonymous relationship.

- TaxCategs:

a set of tuples (taxCategory;q,taxCategoryname, parentTaxCateg;q) which
contains a unique id in the AIRPAT and a name of the tazonomic category,
i.e., the category term that stands as the representative of the others.



- CategoryChars: a set of tuples {(categoryChars;q, categoryCharsgescription.,
taxCategory;q) which contains a unique id in the AIRPAT, the description
in categoryCharsgescription Of the characteristic that must be fulfilled by a
component to belong to this category of the taxonomy, and an id of the tazxo-
nomic category in TaxCategs.

— Input FormatSupported: a set of tuples (inputFormSup;q, inputForm —
Suppame, taxCategory;q) which contains a unique id in the AIRPAT, the
taxonomic category to which this property points in taxCategory;q, and
the name of the type of input that can support the taxonomic category in
input FormSupname.-

It is important to point out that each taxonomic category will have one or
more characteristics or properties associated with it. For instance, for a single
TaxCateg, there can be several categoryChars that define which characteristics
a component must have to belong to it. Furthermore, it can support more than
one input format, so it may have more than one inputFormatSupported associ-
ated. It can be deduced that in the case where no T'axCateg have been added to
the taxonomy, only the first levels will be present. So a new category will always
be added associated with one of the first levels, which are indispensable when
initializing the taxonomy.

Thus, having defined all the elements to form the AI-RPA taxonomy, the
incremental process to include new terms, described above in textual form, can
now be defined in the form of an algorithm (cf. Algorithm 1).

Algorithm 1: How to increase the terms of the taxonomy

input : New CategoryTerm n , AI-RPA taxonomy at, n origin source s
if n not added to at then
taxCategory ¢ «— more similar category
if s does not exist on at then
| up s as (Sid, Sname)
end
if n better represents the concept than ¢ then
up 7 as (Nid, Nname, Sid, Cid)
up ¢ with (¢idg, Nname)
end
if ¢ is null then
p «— more suitable parent
up 1 as (Nid, Mname, Sid> Pid)
end

end

In summary, using this taxonomy, the RPA developer will be able to find
the component she needs or classify a given one according to its characteristics
or CategoryChars (cf. Fig.3). To find them, she only has to follow three steps:
(1) go from the first level of the taxonomy downwards, checking which of the
categories have characteristics that fit with the component ones; (2) filter the
taxonomic categories whose characteristics are not fulfilled, and (3); go down to
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lower levels, doing the same with all the categories for each level, until reaching
the deepest level of the tree. This way, the component to be found belongs to
the categories that have not been filtered out after following these steps.

Thanks to the maintenance of traceability between the platforms and the
terms of the taxonomy, it is also possible to automatically link each taxonomic
category with the category in the own classification of each platform. Thus, the
RPA developer will be able to find where the component that solves her problem
is located, regardless of the platform the developer uses to build robots.

Consequently, seeking to unify cognitive RPA knowledge to facilitate this
task to RPA developers, in the following section, it will be possible to see how
the application of this methodology results in an initial and useful taxonomy.
In addition, it can be extended due to the incremental nature of the proposed
approach. Hence, the procedure described in this section can be further extended
by performing successive iterations. Then, it is possible to perform a better
classification of a great variety of cognitive RPA components.

3 Application Example

This section details the application of the proposed approach to selected real-
world use cases from industry. Section 3.1 introduces the cognitive RPA plat-
forms that have been selected. Section3.2 describes the taxonomy that is
obtained after applying the proposed approach to such selected platforms.

3.1 Selected Cognitive RPA Platforms from Industry

The cognitive RPA platforms that are selected are the following: UiPath®,
Automation Anywhere? and BluePrism!?. We carefully reviewed the documen-
tation of these platforms to obtain their cognitive categories and components,
that are detailed in Table 1.

8 https://docs.uipath.com/activities.

9 https://docs.automationanywhere.com/bundle/enterprise-v2019 /page/enterprise-
cloud/topics/aae-client/bot-creator /using-the-workbench /cloud-commands-panel.
html.

10 https://digitalexchange.blueprism.com/dx/search.
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Table 1. Heterogeneous taxonomies of selected cognitive RPA platforms

Platform Category Example of component

UIPath UI automation (Computer vision) CV Screen Scope
Cognitive Google Text translate or IBM

Watson Text Analysis

Document understanding ML extractor
Intelligent OCR (Document processing |Intelligent form extractor
and PDF)
ML services ML Skill
OCR UiPath Screen OCR

BluePrism |Computer vision/Image processing Tencent Cloud OCR
Document processing Elis Document Data Extraction
Natural language processing Natural Language Skill Google Cloud
Expert Systems/Knowledge Base Automated Fraud Investigation
Machine learning ML Engine Skill Google Cloud
Workflow and decision engines Appian Robotic Workforce Manager
Visualization, monitoring reporting ClearWork Process Orchestrator
BI, Analytics and Big Data Intelligent Decision Automation

Conversational AI/Bots/Virtual Agents | Human-Robot Conversations

Automation | There are no categories, it offers directly | Fuzzy match
Anywhere | a list of components named “packages”

IBM Watson Speech to Text
Image recognition

Microsoft LUIS NLP

OCR

I1Q Bot

For instance, considering an intelligent document processing problem, UiPath
classifies it as Document understanding or Intelligent OCR, BluePrism as Doc-
ument Processing and Automation Anywhere as 1Q Bot [14]. Some even refer
directly to the name of the component instead of categorizing it. For example,
Automation Anywhere, where these do not belong to any category (Microsoft
LUIS) or Speech-Text (IBM Watson Speech). As can be observed in Table 1, the
taxonomies of the different cognitive RPA platforms that were analyzed are het-
erogeneous. Therefore, in this scenario, the application of the proposed approach
is desired to obtain a homogeneous taxonomy of cognitive RPA components.

3.2 Resulting Taxonomy

The proposed taxonomy (cf. Fig. 4) is put into practice considering the knowledge
of Servinform and IWT2 and the review performed in Sect.2. The taxonomy
follows a tree structure, whose nodes represent the taxonomic categories and
the black circles attached to the leaf nodes correspond to the type of input they
support. Even though, only a part of it is shown in the category tree, is composed



of four parts that give content and accumulate the knowledge hidden behind the
nodes.

1.

The first one composed of the terms classification, processing, and
governance. Firstly, these terms will be instantiated as the first step in defin-
ing any AI — RPA taxonomy. Their objective is to cover all areas of appli-
cation of Al in the RPA, as well as carrying out pruning to achieve a quick
classification.

. The second part is formed by the rest of the nodes, which are more specific

categories, hanging from the nodes of the first level. These categories may be
modified or even increased being able to have as many children as terms can
be included from available knowledge resources.

The third part corresponds to the maintenance of traceability of the terms
added in the second part. Thus, the equivalent terms to each taxonomic
category and the knowledge sources from which they come will be stored
(cf. Fig. 2).

Finally, the fourth part is formed by the black-colored properties, correspond-
ing to the input format supported by the category. These nodes do not belong
to the tree structure, but they describe properties that allow differentiating
the components according to the supported input type. For example, it can
be distinguished between components that take Text, Documents or Audio as
input. Note that these nodes will be conditioned by the category to which it
belongs. For example, the Image option will not be included for a Translation
category.

Note, that, since the information available to determine the belonging to the

categories in the main platforms is minimal, the CategChars of each TaxCateg
are being obtained as an effort from both Servinform and ITWT2.

Hence, each of the TaxCategs presented in Fig.4 are listed in order from

left to right, in which the CategoryChars correspond to the items under each
of them.

1.

Classification
— It takes as input a list of classes.
— It takes a set of elements as input.
— Tt finds association between classes/categories and elements.
I Detection

— It takes an input from which a specific classification is extracted.

— The input can be a file from which it is necessary to deduce to which
specific class it belongs or to identify the entities within it that comply
with a specific classification.

i. Elements
— It extracts the elements that meet specific characteristics that
have been taken as input.
ii. Anomalies
— Characteristics of a non-anomalous element as input.
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it performs a binary classification

— Of the elements it takes in the entry,

yes/no anomalous.

between two classes,

iil. Sentiment

— It takes as input audio or text.



— It takes as classes a list of possible feelings, and gets as output one of
them.
iv. Language
— It takes as input audio or text.
— It takes as classes the existing languages and gets as output one of
them.
2. Processing
— The output is obtained by transforming or modifying the input.
I Computer vision

— It takes as input an image or a document.

— It extracts from the input, concrete information that is visually
inferred.

IT Natural language

— It takes as input an image or a document.

— It transforms the input according to some of its. characteristics,
such as language or format, or makes an interpretation of the
input to obtain a coherent output to it.

i. Translation

— As its name suggests, performs an interpretation of its input to

translate it into a specified language.
ii. Speech-Text

— It extracts the message contained in the entry, and transforms it
into another format.

— If it is an audio input, it transforms the input into text.

— If it is a text input, it transforms it into audio.

iii. Conversational

— It takes an input from interaction with a human through language,
either written or spoken.

— According to the input, it interprets its meaning and generates as
output a coherent response.

3. Governance
— It takes as input a set of data concerning a decision
— The outputs obtained are aimed at optimizing.
— It is on a higher level than other instances or components, so that it
carries out control over them.
I Workflow

— The component takes as input the data related to the process,
such as the result of the last action.

— The component determines which is the best action to take next
according to the parameters.

IT Prediction/Analysis

— It takes as input the historical and/or environmental data of the
prediction.

— It makes a forecast or regression of what is going to happen.

IIT Monitoring



— It carries out a real-time control of the process.
— It is waiting for a failure to appears during the execution of the process
when this happens it decides resolve it.

As mentioned above, for this taxonomy, the classification of a given compo-
nent would be as simple as checking which of the characteristics it meets. It is
important to note that it may belong to several of the taxonomic categories.

Making it easier for the RPA developer to find a component, simply by
continuing to check which of the categories (TaxCateg) cover the characteristics
of its problem (cf. Fig. 3). In this way, following the procedure defined in Sect. 2,
RPA developers will be able to find out exactly which categories a component
corresponds to.

4 Related Work

Some previous works related to addressing the problem of classifying Al tech-
niques and RPA components have been found. This is the case of the taxonomies
or classifications proposed for AI according to their application, the learning
paradigm, or the algorithm used [6,9,11,12,15,22,24,27,33].

Even though all the work present taxonomies applied to different areas of
AT or automation, the only one in which a taxonomy explicitly aimed at RPA
is proposed is in this [8]. Two proposes [1,2] that present specific taxonomies of
cognitive RPA components are the closest ones related to the approach presented
in this paper. However, unlike the proposed approach, they do not allow the
dynamic generation of taxonomies.

Initial proposals for taxonomies can also be found in papers from more spe-
cific fields [4,16]. In such context, all proposals follow the same form of definition,
i.e., a classification that is not iterative, incremental nor extensible. Initial pro-
posals for taxonomies can also be seen both in the papers mentioned above and
those from other specific fields as [4,16]. However, all proposals follow the same
form of definition, i.e., again an unchanging classification is proposed that is not
iterative, incremental or extensible.

To summarize, although the works [1,2] are close to the topic of this paper, to
the best of our knowledge, any previous work proposes an incremental classifica-
tion for the cognitive components in RPA. And this is where the need identified
by [28] comes up. “There is a strong interest in taxonomies in Software Engi-
neering, but few taxonomies are ertended or revised. Taxonomy design decisions
regarding the used classification structures, procedures and descriptive bases are
usually not well described and motivated”. This need is addressed in the proposed
approach since it does not only proposes a classification for cognitive RPA com-
ponents, but an extensible taxonomy is proposed following a defined procedure.
Hence, such taxonomy can be updated and incrementally extended when neces-
sary. Note that for the development of this work, the resources available in the
literature related to the terms robotic process automation, taxonomy, cognitive,
machine learning have been reviewed and only the papers that are listed in the
references have been found.



5 Conclusions and Future Work

In the context of Al-based RPA solutions, the manual design of cognitive tasks
is currently a time-consuming and error-prone task due to the heterogeneity
that is given in the names and classifications of the different RPA platforms.
To support RPA developers in this task, this work presents an approach for the
systematic construction of a taxonomy of cognitive RPA components that are
offered by different Al-based RPA platforms. Such approach is framed within
a research project that is the result of a collaboration between the Servinform
S.A. company and the IWT?2 research group. The proposed approach is applied
over selected components that solve real-world use cases from industry, and very
promising results are obtained.

Unlike previous related work (e.g., [1,2]), the proposed approach does not
propose a specific taxonomy but a method for systematically generating such
taxonomy from the information that is provided by the different RPA plat-
forms. Therefore, the taxonomy can be generated as many times as required,
resulting in a dynamic process in which the resulting taxonomy can be extended
and updated when necessary. Note that this is a great added value since the
cognitive RPA market is growing by leaps and bounds. Furthermore, unlike pre-
vious related work, the proposed approach is focused on specific RPA platforms,
i.e., on platforms that provide Al-based solutions.

For future work, we intend to consider the specification of the characteristics
of the categories of the cognitive taxonomies as defined rules, to be able to use
them for objective classification by a software system. In addition, an automatic
classification of cognitive tasks in the resulting taxonomy according to using Al
techniques is intended to be analyzed.
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