
A DATA MINING METHOD BASED ON THE VARIABILITY OF THE
CUSTOMER CONSUMPTION

A special application on electric utility companies

Félix Biscarri, Ignacio Monedero, Carlos León, Júan I. Guerrero
Department of Electronic Technology, University of Seville, C/ Virgen de Africa, 7, 41011 Sevilla, Spain

fbiscarri@us.es, imonedero@us.es, cleon@us.es, juguealo@us.es
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Abstract: This paper describes a method proposed in order to recover electrical energy (lost by abnormality or fraud)
by means of a data mining analysis based in outliers detection. It provides a general methodology to obtain a
list of abnormal users using only the general customer databases as input. The hole input information needed
is taken exclusively from the general customers’ database. The data mining method has been successfully
applied to detect abnormalities and fraudulencies in customer consumption. We provide a real study and we
include a number of abnormal pattern examples.

1 THE NATURE OF ELECTRICAL
UTILITY ANOMALIES

Acording to electrical utilities, a non-technical loss
is defined as any consumed energy or service which
is not billed because of measuring equipment fail-
ure or ill-intentioned and fraudulent manipulation of
said equipment. Therefore, detection of non-technical
losses includes detection of fraudulent users. (Artı́s
et al., 1999)

All our data are drawn from Endesa databases,
with permission. Particularly, data in this paper is
based on two representative customer sectors: private
customers and lodging sector customers. We have se-
lected two samples from two activity sectors with a
historically high rate of non-technical losses, frauds
and anomalies, and with very different consumption
habits, in order to try to prove the mining method.

2 THE STATISTICAL APPROACH
TO OUTLIERS DETECTION

Very often, there exists data objects that do not com-
ply with the general behavior of the data. Such data
objects, which are grossly different from or inconsis-
tent with the remaining data, are called outliers.

Data mining is being applied to multiple fields
and detection of non-technical looses is one field in
which it has met with recent success (Kou et al., 2004)
(Daskalaki et al., 2003) (Editorial, 2006). Consider-
able progress has been made in identifying fraud by
mining methods (Kirkos et al., 2007) (Wheeler and
Aitken, 2000). The method proposed in this paper
is based in outliers’ detection and provides a general
methodology to obtain a list of abnormal users us-
ing only the general customer databases as input. It
has been successfully applied to detect inconsisten-
cies and fraudulencies in customer energy consump-
tion.

Outliers can be caused by measurement error or
by fraud in customer consumption. But, alternatively,
outliers may be the result of inherent data variability.
Thus, outliers detection and analysis is an interesting
data mining task, referred to as outliers mining.

The advantages of the proposed algorithm with re-
spect to the existing technology is:

• The elimination (or, at least, reduction) of the tem-
porary component and the local geographical lo-
cation component of the customer consumption.
Outliers can be caused by measurement errors, not
by the inherent data variability.

• The study of the comparative consumption among
clients of similar characteristics. This method



is based on the observation that fraudsters sel-
dom change their consumption habits (Artı́s et al.,
2000). They are closely linked to other fraudsters,
but not to the rest of customers.

• Classification methods are particularly useful
when a database contains examples that can be
used as the basic for future decision making (su-
pervised methods). Thus, researchers have fo-
cused on different types of classification algo-
rithms, including nearest neighbor (He et al.,
1997), (He et al., 1999), decision tree induc-
tion, error back propagation (Brokett et al., 1998),
(Brause et al., 1999), reinforcement learning and
rule learning. The data mining based in outlier
detection method presented is an unsupervised
method. This doesn’t require one to be confident
about the true classes of the original data used to
built the models. It can be used to detect frauds
or errors of a type which not have previously oc-
curred.

• The use of a simple tool, developed for mining
very large data set.

The statistical approach to outliers’ detection as-
sumes a distribution or probability model for the
given data set and then identifies outliers with re-
spect to the model using a discordance test (Barao
and Tawn, 1999), (Cabral et al., 2004). Application
of the test requires knowledge of the data set param-
eters (such as the assumed data distribution), knowl-
edge of the distribution parameters (such as the mean
and variance) and, mainly, knowledge of the inherent
data variability (Kantardzic, 1991).

3 DATA DISTRIBUTION

We have selected a sample of homogeneous data
(utility customers with similar characteristics: private
clients, that live in the same city, with similar eco-
nomic levels,...) and we have normalized this sam-
ple (we have ’eliminated’ the temporary and the lo-
cal components of the individual consumption). After
this process, we considered the probability distribu-
tion of the transformed sample, for the normal operat-
ing condition, as gausian. We calculated and adjusted
the threshold of the sample variance and, finally, we
used outliers to guide the inspections. The mining
process is described subsequently:

Figure 1: Selected sample of data for 105 private customers.

3.1 Data preprocessing and
discretization

Large real-world databases are incomplete, noisy
(containing errors) and inconsistent (containing data
of clients of not comparable electric consumption)

We have selected a complete (6 bimonthly bills
per year), unnoised (without errors) and consistent
(clients are ’similar’) data set. Figure 1 shows bi-
monthly electric consumption (Kwh vs. private cus-
tomers) of the selected sample. The showed tempo-
rary and local components of data must be eliminated
or highly reduced.

The data set description is the following:
105 private clients (not business). Living in the

same city (Specific geographical location: Utrera,
Seville, Spanish town). With the same power contract
(4 Kw). With the same yearly electric consumption:
between 0 and 5000 Kwh. Only one year, 6 bimonthly
bills per year.

The sample, in order to detect outliers, only con-
siders customer identification and 6 bimonthly bills.
Data format is:

Customeridentifier; bill 1; bill 2; bill 3; bill 4;
bill 5; bill 6



3.2 Data transformation

This technique assumes there are no interactions
present between time and space. The temporary com-
ponent and the local geographical location component
must be eliminated.

1. Given

• A Data at a set of spatial locations (different
clients).

• Several data acquisitions of the data at each lo-
cation but spaced in time. It is assumed that all
the locations are sampled at the same time and
are sampled many times.

2. The operating equation is defined as follows: Data
acquired =Dlt , where D is the actual data point
measurement, l is the location of the measurement
(number of client) and t is the time of the mea-
surement (this is the time at which all the data are
recorded at all locations).

3. The next step is to obtain the average at each time
across all locations. This is defined by the equa-

tion At =
N
∑

l=1

Dlt
N whereAt is the average of all data

at time t, across all locations, l, andN is the num-
ber of locations.

4. It can now be observed, by considering the aver-
ages and their times, whether or not there is an
effect on change in time. This is something that
cannot be seen during an analysis of variance, but
which can be seen here.

5. Next, obtain the differences by comparing the data
at each location to the average at that time, that is:
δlt = Dlt −At . whereδlt = the difference between
the data at each location, l, and this time, t, aver-
age.

6. Now it is necessary to obtain the average of the
differences,δ̄l , at each location across time, that

is: δ̄l =
M
∑

t=1

δlt
M

where δ̄l = the average of allδl t at location, l,
across time, t, andM is the number of times aver-
aged.

7. It is then necessary to obtain the differences,∆,
comparing each time difference,δlt , to its average
at location, l, as shown in equation:∆lt = δlt − δ̄l

Note that theδlt values are the residual electrical
consumptions after the linear variations in time
and space averaged out.

Figure 2: Schart for 105 private customers.

4 DISTRIBUTION PARAMETERS

The next step is to calculate the standard deviation
associate with each customer with regard to the rest
of customers,STD∆l (l=1,· · · ,105; M=6), using equa-
tion:

STD∆l =

√
M

∑
t=1

∆lt − ∆̄l

M−1

Where

∆̄l =
M

∑
t=1

∆lt

M

5 OUTLIERS ANALYSIS AND
INHERENT DATA
VARIABILITY

The threshold ofSTD∆l is estimated by the mean of
STD∆l multiplied by a constant (1.96 correspond to a
level of significanceσ = 0.05).

PlottingSTD∆l (l=1,...,105) and the threshold, we
obtain that 9 customers are outliers (figure 2, Standard
Deviation, in Kwh Vs. Sample Number, 1 to 105).

As we have already said, these outliers can be
caused by measurement error or by fraud in customer
consumption. But, alternatively, outliers may be the
result of inherent data variability.

In anomaly detection, the Standard Deviation
Chart (Schart) offers a signature for each customer,
that is, itself, the baseline for comparison. In clas-
sical research, new consumption for a customer is
compared against their individual signature to deter-
mine if the user’s behavior has changed (Fraud and
Intrusion detection, (Burge and Shawe-Taylor, 1997),
(Denning, 1987), (Fawcett and Provost, 1997), (Lunt,
1993)). A significant departure from baseline is a
signal that the account may have been compromised.
The research presented in this paper offers another



Figure 3: Some outliers consumption patterns in lodging
sector

point of view: consumptions for a group of customers
are compared against their group signature to deter-
mine if the behavior of an individual customer is
anomalous.

We have carefully studied the six more likely
fraudulent customers of this group. The Endesa staff
has recommended inspections, two of them. One of
the two has been detected as anomalous (a fraudulent
customer).

6 SECOND EXAMPLE: LODGING
SECTOR

This new example analyzes 4047 customers from the
lodging sector in Andaluca (Spain). They have a
yearly electric consumption between 0 and 12∗ 104

Kwh and an extensive contract power range. This in-
consistent sample is divided into 18 subsamples with
similar yearly consumption. Then, general methodol-
ogy is applied, independently, to each one of subsam-
ples.

Customers classified as outliers, based on each
threshold of each subsample, are analyzed in order to
classify them as:

• group 1: Possibly incorrect or fraudulent (due, for
example, to an anomaly in measurement equip-
ment or a fraudulent loss of invoiced energy)

• group 2: Possibly correct, different from the re-
maining data, but not fraudulent and without mea-
surement errors.

For example, the consumption patterns of outliers,
referring to the subsample 7 of 18, are shown in Fig-
ure 3.

In the lodging sector, the use of new sources of
information, as the power factor or the ’quality’ of
the contract, are necessary to distinguish group one
and group two. The experienced Endesa staff has
checked the general database information, referring

to the group of selected customers (6 private cus-
tomers and 35 lodging sector customers, see Table 1)
by means of a manual task. A specific inspection cam-
paign is included in this selected subgroup.

7 DISCUSSION AND RESULTS

The nature of the problem suggests an unsupervised
mining method. There is no evidence of the num-
ber of anomalies or fraud in customer data bases, be-
cause all customers are not inspected. Thus, there is
no evidence of the consumption range on anomalous
or fraudulent customers percentage.

This methodology is general and not bound to a
particular set variables or customer type. The whole
input information needed is taken exclusively from
the general customers’ database. The methodology
has been applied to two different types of users (see
Table 1), and it is now being integrated in a global
customer service, described below:

1. First step. In the proposed mining method, a cus-
tomer’s consumption is compared with the other
customers in the same sample. Similar consump-
tion habits are expected. Only data of bills are
used. We have selected the most relevant outliers
in both samples.

2. Second step. In this point we use contract
database and other data informations, different of
bills (i.e.,read consumption data). The method
supposes that a customer’s consumption habits are
similar under the period of study. We reject, in this
step, customers with a high number of unreliable
readings, customers who have initiated, changed
or canceled their contract in the period of study
and simple abnormalities so obvious: customers
with zero or very low consumption.

3. Third step. Endesa staff have analyzed and in-
spected the ’relevant’ customers. Customers that
Endesa staff are often interested in, include cus-
tomers with long-term high consumption and a
geographical criteria.

In this study, the (customers detected, selected and
inspected)/(anomalous customers) percentage had
reached up to 50%.

The confidence level is high, but the support level,
the percentage of transactions from a transaction data
base that the study satisfies, should be improved. So,
one of the main task in our future research lines is
to analyze and include new sources of information (as
the power factor) in our model. On the other hand, the
customer consumption variability appears as interest-
ing input to current data mining tools, as Bayesian



Table 1: Real study results.

Number
of data in
the sample

Outliers Second Step
filter

Customers
inspected by
the ENDESA
staff

Anomalous
customers

Private
customers

105 9 6 2 1

Lodging
sector

4047 440 35 15 8

networks, decision trees, neural networks and other
supervised methods (Kirkos et al., 2007), (Editorial,
2006).
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