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Abstract—The Endesa Company is the main power utility in
Spain. One of the main concerns of power distribution companies
is energy loss, both technical and non-technical. A non-technical
loss (NTL) in power utilities is defined as any consumed energy
or service that is not billed by some type of anomaly. The NTL
reduction in Endesa is based on the detection and inspection of the
customers that have null consumption during a certain period. The
problem with this methodology is the low rate of success of these
inspections. This paper presents a framework and methodology,
developed as two coordinated modules, that improves this type of
inspection. The first module is based on a customer filtering based
on text mining and a complementary artificial neural network. The
second module, developed from a data mining process, contains a
Classification & Regression tree and a Self-Organizing Map neu-
ral network. With these modules, the success of the inspections is
multiplied by 3. The proposed framework was developed as part
of a collaboration project with Endesa.

Index Terms—Data mining, decision tree, neural network, non-
technical losses, power utility, text mining.

I. INTRODUCTION

ANON-TECHNICAL loss (NTL) in a power utility is de-
fined as any consumed energy or service that is not billed

because of measurement equipment failure or ill-intentioned and
fraudulent manipulation of this equipment. NTLs are caused by
breakdown or illegal manipulation in customer facilities. These
types of losses are very difficult to predict.

Normally, utility companies use massive inspections to re-
duce NTLs. The main problem is that these companies do not
have the necessary technology to carry out a deep processing
of this information before carrying out these inspections. Thus,
although the utility companies expend effort to detect and cor-
rect this type of anomaly, the main focus of their work is other
topics as the maintenance of infrastructure.
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A type of regular methodology used by the power utilities
to detect NTLs is based on the study of the customers that
have null consumption during a certain period. This type of
customer has in his null consumption the clearest sign of a non-
technical loss. The problem of this methodology is that this
customer does not always have an NTL. These cases could be
due to private customers’ empty houses or a drop in electrical
demand in customers with some type of business. Therefore,
some additional information about the customer, and not only
his consumption, is often helpful in determining the reason for
the null consumption. This information includes any data about
incidences in the consumer facilities or the type of business
in order to know if it is a business the demand for which is
currently falling (e.g., now the building construction in Spain).
Moreover, inspectors of the Company know that the following
types of business are more likely to have drops in energy not
due to a possible NTL: wells, lightings, irrigation pumps, water
purification and construction (previously mentioned).

Conversely, it is known that data mining techniques [1] are
currently being applied to multiple fields, and detection of NTLs
is one field in which it has found with success [2]–[7]. These
anomalies are frauds in telecommunication and financial sec-
tors; breakdown or fraud in power, water or gas sectors, etc.

Midas Project is the name of a collaborative project between
the Endesa Company (the main power utility in Spain) and the
University of Seville whose objective is the detection of NTLs
by means of artificial intelligence techniques. In this project the
authors have been working for 8 years and some results from
the project [8]–[10] have already been presented.

The work presented in this article arises from the need of
the Endesa Company to improve its detection of NTLs amongst
customers with null consumption. Specifically, the need comes
from the low percent (approximately 5%) of success in the in-
spections in-situ carried out by the power utility with its original
methodology. These poor results are due to the aforementioned
fact that a customer with null consumption does not necessarily
have some type of anomaly.

The objective of our work has been to take the methodology
that Endesa uses to select inspections of customers with null
consumption and to develop two modules based on text mining
and data mining techniques in order to improve the results.
The first module is a customer filtering based on a text mining
process from the Endesa database. The second module was
designed from a data mining process of the consumption of the
customers and their contract information.
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II. BIBLIOGRAPHICAL REVIEW

The NTL problem is very similar to the problems in other
sectors because the main objective is the detection of anomalous
cases with anomalous information or uncommon data.

In the financial sector, one of the most similar cases is the de-
tection of credit card fraud. Sahin and Duman [11] compares the
performance of Artificial Neural Networks (ANN) and logistic
regression methods, based on real data set. Seyedhossein and
Hashemi [12] describe the problem of fraudsters in e-commerce
sales. The authors try to detect the fraud at the transaction level.
The authors propose the patterns inherent in the time series of
aggregated daily amounts spent on an individual credit card ac-
count, decreasing the time just as the fraud occurs and when it
is finally detected.

In the telecommunication sector, the cellular clone fraud is
one of the more common causes of a mobile communication
network, and it is very similar to NTL detection. Mohamed
et al. [13] propose the use of a detection engine to minimize
false cases, using a backpropagation neural network to perform
telecommunication interpolation based on local telecommuni-
cation network services.

In the intrusion detection field, [14] introduces a basic adap-
tive boost algorithm and analyzes its drawbacks and then in-
troduces an improved adaptive boost algorithm to classify the
detected event as normal or intrusive.

Different data mining techniques are used to detect NTL.
Nizar et al. [15] present a modern computational technique
called Extreme Learning Machine (ELM). The authors propose
ELM and Online Sequential-ELM (OS-ELM) algorithms to im-
prove classification performance and to increase the accuracy
of the result. A comparison of this approach with other classifi-
cation techniques, such as the Support Vector Machine (SVM)
algorithm, is also undertaken and the ELM performance and
accuracy in NTL analysis is shown to be superior. On the other
hand, Ramos et al. [16] propose a pattern recognition technique
called optimum-path forest, including learning and pruning al-
gorithms. dos Angelos et al. [17] propose a C-means-based
fuzzy clustering for the classification of electricity consumption
profiles. Nagi et al. [18] extend a previously published SVM
[19] with the introduction of a Fuzzy Inference System (FIS).
Spirić et al. [20] suggest using a rough set theory and gave a
general approach to its use.

All these approaches address consumption data and some ad-
ditional information about contract, supply characteristics and
inspection results. The proposed solution was integrated with the
traditional procedure of Endesa, taking advantage of consump-
tion, contract, and supply information, as well as inspectors’
commentaries.

Additionally, the proposed paper addressed a specific case of
consumption: a case in which the consumer had null consump-
tion. This pattern of consumption could be due to holidays,
abandoned place, closed business, etc. These cases are usually
discarded in a “preprocessing” or “customer filtering and selec-
tion” stage. [15] classifies this type of behavior as an anomalous
consumption (false positive). [18] included a database query in
which the consumptions less than 1.5 KWh and with a difference

Fig. 1. General view of proposed framework.

between maximum and minimum consumption was greater than
6.5 KWh. This condition discarded all zero consumption. [19]
removes customers having no consumption (0 KWh) throughout
the entire 25 month period and removes new customers regis-
tered after the first month in the data. [20] removes all customers
with three or more consecutive zero consumption readings. [29]
filters particular behaviors of the customer, like low demand
periods due to holidays.

III. OVERVIEW

A null consumption campaign contains information about
consumers with a drop consumption or null one. This consump-
tion behavior is usually treated by the traditional intelligent
systems as an abnormality.

The proposed framework is shown in Fig. 1. The distribution
company has a system to select customer by simple constraints.
The campaign presented in this paper is the null consump-
tion campaign, and it has the 3 or more last null consumptions
constraint. The company usually inspects all customers in this
selection. This sample is loaded in the framework with the in-
formation about contracts, historical consumption, inspectors’
commentaries, and supply technical characteristics.

In the framework, the Customer Filtering based on Text Min-
ing and Neural Network mainly analyzes the information of
inspectors’ commentaries. The preprocessing sub-module fil-
ters customers without enough information about customers.
The Customer Filtering module filters customers according to
the final classification of process.

The Data Mining stage analyzes the historical consumption
of the customer, using a model based on Classification & Re-
gression (C&R) and Self-Organizing Map (SOM) [21]. The
final result of this module is the list of selected customers for
inspection.

IV. METHODOLOGY

The proposed framework provided a new methodology to
increase the inspections and to reduce NTLs. This methodology
is made up of the following steps:



1) Check the available information:
a) Commentaries from inspectors and/or company

staff.
b) Information about consumption.
c) Contract information: contract power, tariff, eco-

nomic activity, time discrimination band, billing pe-
riod, and postal code.

2) The language for concept extraction process is configured.
3) A Detailed Concept Dictionary based on unstructured

information (commentaries from inspectors and/or com-
pany staff) from whole company database is created.

4) A sample is selected from whole company database, to
increase the efficiency of data mining techniques; the anal-
ysis is focused on consumers with one or more character-
istics in common (geographic location, economic activity,
etc.).

5) Customer filtering (Section V) is performed over the se-
lected sample. All customers are classified in different
categories. The INCORRECT category usually identifies
the customers that should be analyzed by data mining pro-
cess. Sometimes, the analysis of LOW CONSUMPTION
category could provide some results, but the probability
to find an NTL is very low.

6) The INCORRECT consumers are analyzed in a data min-
ing module:

a) The consumption of each consumer is normalized.
b) A filter by drop consumption is applied

(Section IV-B).
c) A filter by contract use is applied (Section IV-C).

7) The final set of customers are inspected.
This methodology has been applied in the specific case of

Endesa databases.

V. CUSTOMER FILTERING

As mentioned in the introduction, the first module was a cus-
tomer filtering based on a text mining process from the Endesa
database.

A. Preprocessing

In this submodule, the information of customers is checked
in order to filter all customers without enough information:

1) At least 24 meter readings. The distribution company has
outsourced the readers’ staff. This staff is in charge of
gathering the meter readings from all the customers who
still do not have a smart-metering. If the staff cannot read
or get information from the meter, the system automati-
cally generates an estimated meter reading. These estima-
tions are based on the historical consumption of the cus-
tomer. Thus, the customer’s historical consumption must
have at least 24 meter readings, without estimated meter
readings (this means two years of meter readings).

2) Enough information about the consumer (economic activ-
ity, contracted power, operations in the consumer instal-
lation, etc.)

The distribution companies gather a great quantity of infor-
mation from each customer: consumption, contract information,

Fig. 2. Customer filtering overview.

etc. but the companies do not have information about updates
or changes in the customer supply. The distribution companies
request additional information from staff, in order to use this
information in management, maintenance, and monitoring of
supply. The inspectors usually take advantage of this informa-
tion in order to determine the reason of a consumption drop or
problems in the consumption. The authors did not find any other
reference that took advantage of this information.

The initial data source provided by the distribution company
contains the information about contracts, historical consump-
tion, inspectors’ commentaries, and supply technical charac-
teristics of 101,215 consumers after the application of these
restrictions.

B. Process Overview

The customer filtering needs to create a dictionary of classi-
fied concepts (the process is described in Fig. 2). After prepro-
cessing, the dictionary modeling is performed in three stages.
In the first stage, a configuration process is performed. In the
second stage, a text mining method is applied. The text mining
method is based on the development of a dictionary of concepts
or terms related to several parameters of the consumer contract.
This dictionary is extracted from the inspectors’ commentaries
that were written after inspections or technical interventions. It
provides additional information about the consumer facilities,
and can be used as a customer filtering method. Finally, the clas-
sification of each concept according to the available information
from the corresponding customer is performed.

Thus, the dictionary contains approximately 4 million con-
cepts or terms extracted from the inspectors’ commentaries.
Each concept is classified into one of 5 categories. A simple
rule applied in these categories makes it possible to filter the
consumers without an NTL, when a customer is analyzed.

The application of this technique provides a dictionary of
rules to classify each concept into 5 categories. This dictionary
can be periodically updated by applying concept extraction and
classification to the greatest number of possible samples.



C. Configuring the Concept Extraction Process

The first stage of the modeling or creation of the dictionary
was the configuration of the concept extraction process. The
concept extraction process is based on Natural Language Pro-
cessing (NLP) techniques [22]. These techniques are very useful
for analyzing unstructured information.

The system was performed on the Endesa database. This
database contains information in several languages: Spanish,
Catalan, Valencian, Majorcan and Aranese. The advantage of
having these languages is that they have the same syntactic
structure. So instead of creating a dictionary for each language,
a synonym dictionary was created establishing synonymously
equivalent words in each language, i.e., “fraude” (in Spanish) is
set as a synonym for “frau” (Catalan, Valencian and Majorcan)
and “fraudaria”/“frauda” (Aranese).

This configuration is performed using a table with several
columns (one per each language). The vocabulary is limited to
colloquial words, technical terms related to power distribution,
business terms, etc.

D. Concept Extraction

The concepts are words or groups of words (syntagms) that
represent an idea or action. The concept extraction process is
implemented and performed in SPSS Text Analytics and Python.
The NLP process has the following four engines (see Fig. 2):

1) String matching engine. This engine is based on fuzzy
logic and uses the synonym dictionaries (previously men-
tioned). A fuzzy ratio is added to each word to identify
similar words and mistakes. The mistake correction can
be applied according to the lengths of the words. This
process was performed combining Text Analytics with
Python program.

2) Syntactic engine. This engine assigns a function to each
word, according to its position and the previous and fol-
lowing words, in each phrase. Thus, several concepts
could be the same function in different phrases or sen-
tences. This process was performed in Python.

3) Concept engine. This engine generates several concepts;
the words with the same syntactic function and meaning
in the same sentence are grouped into the same concept.
This process was performed in Text Analytics and Python.

The problem of different languages was solved with the first
engine with string matching and correction of mistakes.

E. Semantic Engine

This engine assigns a semantic function to each concept. The
semantic function is represented by a classification in categories.
The different semantic categories are defined according to the
inspectors’ knowledge. This knowledge was provided by inspec-
tors in profiles and commentaries. This process was performed
with Python and SPSS Modeler.

After the extraction step, each concept was classified into a
semantic category. The semantic category describes knowledge
that is related to the NTL detection. In the semantic engine, each
concept was associated to its source. In this way, each concept

Fig. 3. Semantic engine modelling.

has associated with it the date of the concept, who writes the
commentaries, and the result of this commentary. Additionally,
the information about consumers is associated:

1) Statistical analysis of the consumption of the date associ-
ated to the concept.

2) Contracted power.
3) Time discrimination band.
4) Geographic location.
5) Economic activity.
6) Frequency of occurrence of the concept.

F. Modelling of Classification Process

The classification process is performed in two steps (see
Fig. 3). The first step is carried out manually, while the sec-
ond step is performed automatically by means of an ANN.

In the first step, 5% of the most frequent concepts (roughly
200,000) are manually classified into five categories. This set of
concepts used in the second step as a training set:

1) CLOSED: Concepts that represent consumers who are:
closed, uninhabited, on a holiday, demolished, and so on.
These scenarios are usually confused with NTL by the
detection of an algorithm because of the consumption
pattern.

2) CORRECT: This category identifies consumer installa-
tions that are correct or without NTLs. This category could
prevent false positives.

3) INCORRECT: This category identifies consumers whose
consumer installation might have an NTL. This category
represents concepts that usually identify a measurement
problem in the consumer facilities.

4) LOW CONSUMPTION: This category identifies con-
sumers who usually have a low or very low consump-
tion, due to their activity. The consumers classified in this
category are filtered because the correct consumption is
irregular or very low. For example, some consumers with
agriculture activity have water pumps, which have irreg-
ular and low consumption.

5) UNUSEFUL: This category has 101 subcategories, which
are not used in the filtering process. These subcategories
include the UNKNOWN category, which contains the
concepts that could not be classified. Additionally, there
are several subcategories that contain information about



names, numbers (currency, telephone numbers, address,
etc.) and dates. These three subcategories represent 23%
of the total number of concepts. This category is excluded
from the set of the most frequent concepts.

In the second step, the set of the most frequent concepts (man-
ually classified) were used as a training set in an ANN. The
training method is based on the evolutionary strategy [22] and
the SPSS Modeler [24]. The evolutionary strategy is a method
for parametric optimization. Several neural networks are trained
in parallel, starting in an ANN with 22-22-22-4. In each gener-
ation, the best ANN is selected. Additionally, one more ANN is
randomly selected. Each selected ANN is pruned [25] and in-
creased in one neuron. The algorithm increases the size of ANN
until a maximum of 20 neurons in the first hidden layer and a
maximum of 24 neurons in the second hidden layer by default.
In this case, due to the number of existing entries the limit was
modified up to 60 neurons for each hidden layer. The best ANN
will be selected according to what the criteria stablishes in [26].
The criteria of selection is based on Cross-Entropy. The ANN
is trained using the Softmax function [27]. This training algo-
rithm uses 30% of the training sample to prevent overfitting.
This means the 1.5% of the whole sample (roughly 60,000).

The best trained neural network has two hidden layers, and its
structure is 20-28-24-4. The first and last layers are the input and
output layers, respectively. The input layer has a high quantity
of inputs due to the number of input parameters. The output
layer has four outputs that identify each category.

As mentioned previously, the validation process of the ANN
was performed with 30% of the sample (1,5% of the whole
sample); additionally, the results were validated with a manual
analysis on a well-known sample. It was not possible to check all
the concepts because it would require examining all customers.

The application of the proposed neural network produced
successful classification in approximately 27% of the extracted
concepts. Thus, 45% of the extracted concepts were in the UN-
KNOWN semantic subcategory.

G. Filtering Process

The module of filtering starts with the extraction process ap-
plied to the commentaries associated to each customer in the
databases. The extracted concepts are compared with the dic-
tionary (see Fig. 4). The customer is filtered If we find in the
commentaries of the last six months a concept classified in the
CLOSED, CORRECT, INCORRECT, or LOW CONSUMP-
TION categories.

The application of the described text mining techniques de-
creases the number of customers to 51,204 (50.6% of the pre-
processing sample).

In order to carry out the data mining process and reduce
the volume of inspections (because this is a test stage), En-
desa Company provided us the database of a particular area of
Spain (Catalonia) corresponding to the data of last inspections
of customers with null consumption. Basically, the criterion
that Endesa uses to select these customers in their inspections
depends on the number of the last consecutive bills with null
consumptions that the customers register.

Fig. 4. Semantic engine analysis.

TABLE I
RESULTS OF THE INSPECTIONS OF THE COMPANY

Result of inspection Number Percentage

Correct 2,284 65.07%
Not done 455 12.96%
Anomaly without NTL 607 17.30%
Anomaly with NTL 164 4.67%

The data from these inspections were dated on April 2012
and included the contracts selected for the inspection as well as
the inspection results.

After preprocessing stage, this sample set included 15,853
customers with the information referring to their consumption
during the last two years (from April 2010 to March 2012), con-
tracted power and the specific use of that contract (private or the
type of business). This sample was compared with the customer
filtering results, finding 3,510 customers in the set of 51,204
customers. Thus, the final data source had 3,510 customers. The
customer filtering process decreased the sample size to 77.9%.

VI. DATA MINING

A. Data Source After Customer Filtering

As was described in the previous section, the customer filter-
ing provides a final sample of 3,510 customers.

Additionally, the result of the previous inspections carried out
for each customer is known. The classification of these inspec-
tions and the number of customers in each set are presented in
Table I. The anomaly without the NTL is defined as an NTL
without energy losses, this means, although there is an NTL the
company knows how much energy was consumed. The anomaly
with the NTL is defined as NTL with energy losses which the
company should estimate and bill to the consumer.

These results included: 1) inspections without any anomaly
(Correct), 2) inspections that could not be performed because it
was not possible to access the meter (Not done), 3) inspections
that detected some type of anomaly but without energy loss
(Anomaly without NTL), and 4) inspections that detected some
type of anomaly with energy loss (Anomaly with NTL). Endesa
is interested in identifying only the customers in the last group,
the success of the inspections was less than 5%.



Fig. 5. Pattern of drop consumption.

There were two main problems at the time of our data mining:
1) The paucity of available data for each customer (only its

contracted power, its consumption and the type of business
for the contract).

2) The paucity of case series in consumption patterns of cus-
tomers (because most of them were relative to customers
without consumption within two years of the analysis in-
terval).

Once data and problems founded are analyzed, authors fo-
cused on data mining process on order to develop some type of
detections (rule set) to raise the current percentage of success.
It can be considered two modules for two types of detections:

1) Detection of customers that have stable consumption for
two years, but suddenly dropped. So, the authors would
try to discard accounts associated with empty flats, closed
business, etc. That is, those contracts with actual null
consumption.

2) Detection of contracts of businesses for which the index
of NTLs (which embedded frauds) was high.

In order to carry out the data mining process as well as the
generation of the models corresponding to this second module, a
powerful piece of software called IBM SPSS Modeler 15, which
[23] extended into the field of data mining, is used. This software
provides quick access to the databases and many libraries for
the generation of models such as clustering processes, decision
trees or neural networks.

B. Filter by Drops of Consumption

The pattern that the authors attempted to find with this first
model of the module is shown in Fig. 5. This figure shows one
example of consumers with some meter readings which show
a large period of null consumption. That is, customers with
consumptions during a time and, later, a sudden drop to null
consumption.

In order to detect this type of pattern the following processing
was carried out:

Divide the analysis time frame (two years) for each contract
into 4 windows (6 months each). The division of the previous
example is shown in Fig. 6.

Carry out a normalization of the consumption of each cus-
tomer. This was performed by dividing each value of consump-
tion by the contracted power consumption of the contract. This
process was carried out in order to equate all the customers in
the analysis.

Fig. 6. Windows in the consumption pattern.

Fig. 7. C&R tree for filtering.

Fig. 8. Results of first C&R tree.

For each window the following values were calculated: max-
imum, minimum, mean, median and standard deviation.

Once they obtained these new window parameters for each
customer, the authors applied algorithms that, using these as
inputs, obtain filtering rules.

The first algorithm was a decision tree, specifically C&R [28].
The node classification and regression tree (C&R) is a prediction
and classification method based on trees. Similar to C4.5, this
method uses binary partitioning to repeatedly divide training
records into segments with similar values in the output field.

By means of C&R the first simple tree in Fig. 7 was obtained.
Fig. 7 shows in each node two categories, each category rep-
resents the percentage and total number of consumers in each
branch of corresponding node. The sample set was divided de-
pending on the median of the window 1 (Median_w1).

Considering that the training algorithm uses 30% of the data
to prevent overfitting, the final results are shown in Fig. 8. That
is, with the whole sample and the rule Median_w1 > 36.61 was
obtained a confidence of 12.87% (35 out of 237) with a support
of 7.8% (272 out of 3510) as shown in Fig. 8. The 1 value
represents the consumers with a confirmed NTL. The 0 value
represents the consumers with a possible NTL, because of the
similarity of their consumption pattern.



Fig. 9. Results of third C&R tree.

Fig. 10. SOM neural network.

As it is possible to observe in Fig. 8, this rule greatly improves
greatly on the original sample set with a 5% of success. The fact
is that this rule has very little support. Thus, searching for a
higher support by means of C&R, another rule (Median_w1 >
36.6 or Mean_w2 > 22.9) with a higher support (12.5%) and a
good confidence (10.8%) was obtained.

Finally, to obtain an even higher support, another rule (Me-
dian_w1 > 36.61 or (Mean_w3 <= 0.04 and Median_w1 >
0.63)) with a support of 21% and a confidence of 9.28% was
generated. The results of this rule applied in the whole sample
are shown in Fig. 9.

These results obtained with the previous rules were consid-
ered highly satisfactory. It should be noted that the application
of additional metrics like the confusion matrixes ([30]) was not
possible in our case because the results about the consumers
who were not inspected was not available.

As it is possible to deduce by observing their conditions, all
the previous rules are aimed at detecting the pattern of Fig. 5.
That is, these rules identify customers with consumption in the
first windows and null in the last ones. Depending on the number
of clients that the Endesa Company wants to inspect (that is, the
support of the rule), it would be necessary to apply one or the
other.

Later, another type of data mining algorithm was applied:
clustering. For the clustering process, first of all, all the outliers
of the sample set were filtered: 283 customers. Later, K-Means
algorithm and Self-organizing maps (SOM) was tested.

The best results were obtained with an SOM [29] with a
neuronal structure of 4x3. This structure obtained the best result
in the silhouette coefficient (the main metric in this type of
algorithms [31]). This coefficient has a range of [−1, 1]; a value
near 1 indicates a strong structure and a value near −1 a no
substantial structure. Specifically, the obtained value was 0.6
which is considered a good result for this type of problems.

Fig. 11. Results of SOM neural network.

Fig. 12. Results merging C&R tree and SOM network.

Fig. 11 shows the NTLs grouped by neuron. The X and Y val-
ues corresponding to a coordinates, as is described in Fig. 10.
Additionally, the proportion column in Fig. 11 is a bar chart
representation of the cluster according to the sample. The per-
cent and count column indicate the percentage and number of
consumer classified in the corresponding X and Y values.

Note that there are two clusters: X = 2, Y = 0 and X = 3, Y
= 0 with a higher rate of NTLs. Specifically, if the two clusters
are joined, a confidence of 12.5% with a support of 5% will be
obtained.

If the customers detected with both algorithms are merged,
corresponding to the third rule from the C&R tree and the SOM
algorithm, it is possible to observe that the confidence increased
to 14.75% for a support of 8%. These results are shown in
Fig. 12. The junction of both algorithms could serve as method
to validate the results.

C. Filter by Type of Contract use (Private or Business)

On the other hand, furthermore, customer consumption, an
additional parameter called CNAE1 or list of economic activities
is available. This parameter defines if the customer is private or
a business (as well as the type of business).

With this part of the module the authors tried to see the
influence of the type of business, knowing that businesses such
as the following ones innately have drops in consumption: wells,
lightings, irrigation pumps, water purification and construction.

A first analysis of the distribution of the main CNAEs (each
one is coded with a numeric value) with its corresponding dis-
tribution of NTLs is shown in Fig. 13. The column Proportion
indicates the normalized proportion of NTLs for each CNAE.
On the other hand, the columns % and Count quantify the num-
ber and percentage of each type of economic activity in the
sample set with respect to other activities.

As it is possible to observe knowing the meaning of the values
of the CNAE, the private customers (values 9820 and 9810), as
well as warehousing and storage (value 5210) approximately
encompass the values reached through inspection. Conversely,

1http://www.cnae.com.es/lista-actividades.php



Fig. 13. Results merging C&R tree and SOM network.

Fig. 14. Results of C&R with selection of CNAEs.

Fig. 15. Results of merging C&R/SOM with CNAEs.

the higher rates of NTLs are found in private customers, legal
activities (value 6910) and restaurants (value 5610).

Thus, if the customers with CNAE code 9820, 9810, 6910
and 5610 are extracted from the rules of the C&R algorithm,
their confidences improve with the same order on the support.
The results for the rules are shown in Fig. 14.

Finally, if the results of merging the C&R tree are filtered by
CNAEs (9820, 9810, 6910 and 5610) and the SOM network,
a very high confidence (almost 18%) in the resulting rule will
be obtained. This result almost multiplies by four the original
results obtained by the Endesa Company in its inspections. The
results for this case are shown in Fig. 15.

D. Validation With Other Samples

As an additional validation criteria the proposed framework
was applied in two samples. These samples are the results of
other campaigns of null consumption. There are several consid-
erations to evaluate these results:

1) The original samples were bigger, but they suffer some
filter processes. The original data set and the details of
filter processes are unavailable.

2) The results of analysis are limited by the information of
each campaign; the success of the proposed framework
only can be evaluated in relation to the results of each
campaign.

TABLE II
REAL INSPECTIONS VS. FILTERING WITH PROPOSED SOLUTION

NULL CONSUMPTION CAMPAINGS C.1 C.2

REAL NTL 2413 80
WITHOUT NTL 24037 1134
SUCCESS RATE 10.04% 7.05%

PROPOSED NTL 1724 70
SOLUTION WITHOUT NTL 13407 804

SUCCESS RATE 12.86% 8.71%
INSPECTION

REDUCTION RATE
57.21% 71.99%

3) The original campaigns have high number of failure in-
spections. Thus, some supplies cannot be inspected due to
the lack of information, empty place, etc. This informa-
tion is not included because it is not possible to validate,
due to some features of the data set are not available.

4) The results only show NTL with energy loss, they have
not included the NTL without energy loss. An NTL with-
out energy loss could be, for example, a lack of measures
because of opaque pane. In this case, although the com-
pany cannot bill the real consumed energy, the energy is
registered by the measurement unit and the problem can
be corrected replacing the pane.

In Table II the results of this comparison process are shown.
The comparison was performed in two campaigns of null con-
sumption with different success rate. The total number of in-
spection is the summation of “NTL” and “WITHOUT NTL”, so
for example, in C.1 in real campaign, 26450 inspections were
performed. But in the proposed framework (or solution) the
total number of inspections would be 15131. The number of in-
spections were reduced in a 57.21%, increasing the success rate
to 12.86% and decreasing the economic cost, because 10630
unnecessary inspections were discarded.

VII. CONCLUSION

For the electrical distribution business, detecting NTLs is
a highly important task, because for instance, it is estimated
in Spain that the percentage of fraud in terms of energy with
respect to the total NTLs is approximately 35%-45%.

One of the methodologies used by the power utilities is the
search for and inspection of customers with null consumption
during a certain period. The main problems with this methodol-
ogy are:

1) The low percentage of success in this type of inspection
(approximately 5%), which is because null consumption
does not necessarily indicate a NTL and many times ad-
ditional information is necessary to confirm it.

2) The requirement for a large number of inspectors and,
therefore, the high cost to the Company.

3) Additionally, traditional techniques are based on data min-
ing only applied in consumption are not useful in this case,
because all cases are null or steep drops.

The Endesa Company is the most important Spanish energy
distribution company with more than 12 million clients in Spain.
For 8 years, the authors have been carrying out a collabora-



tive project with the Company and, in the last stage, they have
been working to improve the inspections of customers with null
consumption.

A framework comprising two modules was developed. The
first module performs a customer filtering based on text mining
and an artificial neural network. The second module is based
on rules from a data mining process for the improvement of the
results of the inspections. These rules are generated from two
algorithms: a C&R (a type of decision tree) and a SOM (a type
of neural network for clustering).

The main contributions of this paper were:
1) The development and deployment of a methodology to

increase the efficiency of inspections.
2) The successful application of proposed techniques in a

real case.
3) The application text mining and neural network to analyze

information, that it is not traditionally treated in any other
reference.

4) The model of relation between inspectors’ commentaries
and customer consumption.

5) The improvement of traditional methods used by a power
distribution company.

6) The application of data mining techniques to detect NTLs
in samples with null consumptions. The proposed data
mining methods modelled the abnormal consumption in
a sample in which all the customers have consumption
drops.

Thus, the whole framework consists of a set of different rules
that filter a number of customers depending on the support
(percentage filtered) that Endesa wants to reach in its inspec-
tions. Both modules have been developed and validated with
the database of the results of a real campaign of inspections by
the company. The results of our module triple the success rate
of the inspections (specifically from approximately 5–14.75%).
This module is currently being used by the Endesa Company.

Finally, the proposed solution were evolved and tested in
Smart Grid ecosystems with AMI infrastructures [32], providing
the possibility of real time analysis of all available information
in company databases.
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Jesús Biscarri received the B.Sc. and Ph.D. degrees
in electronic physics from the University of Seville,
Seville, Spain, in 1982 and 2001, respectively. He
has been working in Endesa since 1985 at IT, Mea-
sure and Non-Technical Losses Control Areas. Since
2010, he has been responsible for Smartmetering
Project and Operations of Endesa Distribucion. He
also collaborates as an Associate Professor at the
Polytechnic University School of Seville.

Rocı́o Millán received the B.Sc. and Ph.D. degrees in
economics and business administration from the Uni-
versity of Seville, Seville, Spain, in 1985 and 1996,
respectively. She was a Professor of economic theory
and finance in this university for more than ten years
and is working for Endesa, Seville, as the Metering
Control Deputy Director. Her research areas include
public deficit, energy futures markets, and NTLs de-
tection in electricity companies.

Carlos León (SM’10) received the B.Sc. degree in
electronic physics and the Ph.D. degree in computer
science from the University of Seville, Seville, Spain,
in 1991 and 1995, respectively. He is currently a Full
Professor of electronic engineering and computer sci-
ence at the University of Seville. His research areas
include knowledge-based systems, computational in-
telligence, big data analytics, and machine learning
focus on Utilities System Management. Dr. León is
a Senior Member of the IEEE Power Engineering
Society.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


