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a  b  s  t  r  a  c  t

Diagnosability  analysis  aims  to determine  whether  observations  available  during  the execution  of a  sys-
tem are  sufficient  to precisely  locate  the  source  of  a problem.  Previous  work  deals  with  the  diagnosability
problem  in  contexts  such  as  circuits  and systems,  but  no with  the  adaptation  of  the diagnosability  prob-
lem  to  business  processes.  In order to improve  the diagnosability,  a set of  test  points  needs  to  be  allocated.
Therefore,  the  aim  of  this contribution  is to determine  a test-point  allocation  to obtain  sufficient  observ-
able  data in  the  dataflow  to allow  the  discrimination  of faults  for  a later  diagnosis  process.  The  allocation
usiness process improvement
iagnosability
est points

of  test  points  depends  on the  strategies  of  the companies,  for  this  reason  we defined  two  possibilities:  to
improve  the  diagnosability  of a business  process  for a fixed  number  of test  points  and  the minimization
of  the  number  of  test  points  for a given  level  of diagnosability.  Both  strategies  have  been  implemented  in
the  Test-Point  Allocator  tool  in  order  to  facilitate  the  integration  of  the  test  points  in the  business  process
model  life  cycle.  Experimental  results  indicate  that  diagnosability  of business  processes  can  be  improved

n  an  
by  allocating  test  points  i

. Introduction

Nowadays, organizations automate their tasks with business
rocesses (i.e. a set of activities that are performed in coordination

n an organizational and technical environment, to jointly realize
 business goal (Weske, 2007)) that can be enacted using Busi-
ess Process Management Systems (BPMS). The fault detection of
bnormal behaviours in business processes and the later diagnosis
f the responsible for the malfunction are crucial from the strate-
ic point of view of the organizations, since their proper working
s an essential requirement. Unexpected faults can provide unde-
irable halts in the processes, thereby causing cost increase and
roduction decrease. Therefore, to maintain business processes at
esirable reliability and production levels, it is necessary to develop
utomatic techniques to detect and diagnose their faults in order
o identify their causes.

Fault diagnosis (hereinafter referred to as diagnosis), is based
n observations, which provide information about the behaviour
f the process, making possible to discriminate between faults,
nd hence rendering the business process diagnosable. Without
he information obtained from monitoring a process, the faults

hat occur in runtime cannot be diagnosed since it is not possi-
le to know if the activities composing the business process work
orrectly.

∗ Corresponding author. Tel.: +34 954 556 234; fax: +34 954 557 139.
E-mail address: dianabn@us.es (D. Borrego).

164-1212/$ – see front matter ©  2013 Elsevier Inc. All rights reserved.
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Therefore, if the information available to perform the diagnosis
proceed from few observations, or if observations are not allocated
at the most convenient places, it is very difficult to distinguish
which parts of the business process are failing. Both the number
of observations and the location where they are performed, enable
the source of the problem to be precisely located.

Regarding fault handling in business processes, not every kind
of fault that can occur is unpredictable. Some faults can be man-
aged at the level of modelling language by catching and handling
exceptions, using fault sensors to be fired if a fault occurs during
the execution of a monitored activity, thereby detecting the error
when it occurs. Nevertheless, according to Han et al. (2009), the
existing fault handling mechanism can only detect (identify) the
faults which have been pre-defined in standards or by users, but
unexpected faults are also the cause of failures in service flows,
being necessary an effective diagnosis approach.

The diagnosis process is executed when the actual behaviour
of the business process does not correspond to the expected one,
being that abnormal behaviour not necessarily perceptible by the
use of fault sensors but it may  be reported after completion of
the execution of the business process (for example, after some
customer complaint). In that moment, the diagnosis process is in
charge of the isolation of the source of the abnormal behaviour.
Therefore, since there is not a single entity that has a global view

of information flowing through a business process in runtime, the
aim of this approach is to determine the monitoring places in
order to guarantee the observability of the data flow at those loca-
tions during the execution of a business process instance. This is

dx.doi.org/10.1016/j.jss.2013.05.105
http://www.sciencedirect.com/science/journal/01641212
http://www.elsevier.com/locate/jss
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jss.2013.05.105&domain=pdf
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erformed by the allocation of test points at intermediate places
f business processes, and not only at the input and output as it is
one by default. A test point can be allocated in the flow (sequence
ow, conditional flow or default flow according to BPMN 2.0 (OMG,
011)). This contribution takes into account that not all flows of a
usiness process are available to house a test point, either due to
onfidentiality, privacy, security, or due to some flows which are
ot needed to be monitored.

As an example, Fig. 1 shows a business process composed of nine
ctivities. Without any monitoring, the business process presents
he minimum diagnosability level, because the lack of information
bout the data flowing through the process causes that the faulty
ehaviour of any of the nine activities cannot be discriminated from
he rest. That is, given a customer complaint about an abnormal
ehaviour of the overall process (caused by an unexpected fault),

t is not possible to distinguish which activity or activities may  be
esponsible for the problem. Nevertheless, providing the diagnosis
ystem with some information about the inner behaviour of the
rocess by means of the allocation of (at least) one test point in the
rocess in Fig. 1, the diagnosis system will use that information to
xonerate some activities from the abnormal behaviour of the pro-
ess, this way improving the diagnosability level. For instance, the
llocation of a test point after the activity A6 would allow to distin-
uish whether the abnormal behaviour of the process is caused by
ome activity in the subset {A1, A2, A3, A4, A5, A6} or in the subset
A7, A8, A9}.

The errors that affect business processes can be derived from
ifferent types of faults: (i) business faults, which occur at spe-
ific points in a business process because of application issues, for
xample, because of data content problems. The fault can be the
esult of a business rule violation, or a constraint violation. For
xample, invoking a bank service to transfer funds can result in
n insufficient-funds fault; (ii) system faults, which occur because
f system-related issues, such as the unavailability of a service,
r a network failure; and (iii) behavioural faults, which concerns
he faults in the model, such as deadlocks and livelocks. The fault
iagnosis process is used for the isolation of those activities or sub-
rocesses which are responsible for any incorrect behaviour within
he whole process. Since system faults and behavioural faults have
lready been taken into account in the literature (Varela-Vaca et al.
2011), Baresi et al. (2006), and Eshuis and Kumar (2010); Lin et al.
2002), Van Der Aalst et al. (2011), and Zha et al. (2011), respec-
ively), the present contribution aims to allocate test points for a
uture diagnosis of business faults. Nevertheless, our proposal can
e extended in order to monitor business processes for identifying
ystem faults, in the same way that it is done in the approach by
arela-Vaca and Gasca (2010).

To carry out the idea of isolating business faults, two  objectives
or the allocation of test points are proposed in this paper: (i) the
mprovement of the diagnosability level of a business process for a
xed number of test points; (ii) the minimization of the number of
est points to allocate for a desired level of diagnosability.

Previous works in the literature deal with the problem of fault
etection in business processes (Conforti et al., 2011; Alodib and
ordbar, 2009), and the monitoring of web services or business
rocesses (Yan et al., 2009; Han et al., 2009; Zhang et al., 2009a;
arendra et al., 2008). However, none of these contributions is

ocused on the analysis of the diagnosability and its improve-
ent. Some other works in the literature address the diagnosability

nalysis problem (Bocconi et al., 2007; Dressler and Struss, 2003;
ravé-Massuyès et al., 2006; Console et al., 2000) for other scenar-
os.
The paper is organized as follows. Section 2 defines con-
epts related to diagnosability and introduces the two  objectives
n greater depth, presenting an example to illustrate the con-
ept of diagnosability in business processes. Section 3 details the
nd Software 86 (2013) 2725– 2741

methodology used in the allocation of test points in business
processes. Section 4 gives the implementation details and shows
experimental results. Section 5 presents an overview of related
work found in the literature. And finally, conclusions are drawn
and future work is proposed in Section 6.

2. Diagnosability of business processes

In order to present the proposal to determine the allocation of
test points, it is necessary to introduce the concepts and definitions
related to diagnosis and diagnosability. For the sake of clarity, an
example is also included.

2.1. Main concepts and definitions

The specification of a business process can be viewed from
different perspectives (Lanz et al., 2012): (1) the control-flow per-
spective, which describes the activities of a process as well as
their ordering and execution constraints, (2) the data perspective,
which connects activities with business and process data, (3) the
resource perspective, which provides a link between the process
specification and the organizational structure, (4) the operational
perspective, which refers to the application services executed in
the context of activities, and (5) the temporal perspective, which
deals with the temporal properties of the processes.

Although a business process is configured and enacted from
a correct model, it may  present abnormal behaviour during its
execution. This abnormal behaviour is detected because how
each activity actually works does not correspond to the expected
behaviour, producing wrong data in the data perspective of the
process. Those data in the data perspective are dataflow variables,
which are read and written by the activities composing the process,
and which should be at least partially monitored in order to per-
form a diagnosis process (cf. Definition 1) to discover the source of
the faults.

Definition 1 (Diagnosis).  A diagnosis of a business process is a par-
ticular hypothesis which explains why the current behaviour of the
process differs from its expected behaviour.

One of the most used methodology to diagnose classic sys-
tems has been model-based diagnosis, which has become the most
extensive research area in the diagnosis field. The reasoning is car-
ried out from a model which represents the system to diagnose in
an explicit way. A fault exists when the observed behaviour does
not correspond with the behaviour expected from the model. This
model comes from the knowledge of the system. The component
responsible for the fault is identified with a later analysis of the
discrepancies.

Model-based diagnosis is based on the comparison between the
available observations about the operation of a system (by means
of the observation of the dataflow), and the predictions made from
the model of the system. The observations indicate how the system
is behaving, whereas the model expresses how it should behave
during a correct execution.

When a symptom (i.e. a discrepancy between the observed and
expected behaviour) is detected, it is deduced that at least one of
the components involved in it is not working correctly. The descrip-
tion of the systems, done by the models, uses the relations between
inputs and outputs. Most of the approximations for components
characterize the diagnosis of a system as a collection of minimal sets
of components that fail to explain the observed behaviour (symp-
toms). That is why it is important to count on a detailed model to

determine the diagnosis of a system.

As stated in Bocconi et al. (2007), in order to explain the diag-
nosability concept, it is necessary to distinguish the notion of fault
(i.e. individual state of each activity in a business process), and the
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• tp2 and tp3 always perform monitoring, since both branches of
the AND are executed for every possible process instance.
Fig. 1. Example

otion of fault mode, (i.e. complete state of all the activities in a
usiness process for which observability is done). The individual
tate of each activity can either be ok (working as expected) or
b (faulty), such that |Act| faults can occur in a business process
ith |Act| activities. A fault mode is instead a complete specifica-

ion of ok/ab values for all the activities, therefore a system has
|Act| possible fault modes. Likewise, and following the principle
f parsimony (i.e. the simplest of several hypotheses is always the
est), the abnormal behaviour of a business process is more likely
o be caused by single faults (i.e., adapted to business processes, it
mplies that only one activity is misbehaving).

The problem is that, counting only on monitoring of the dataflow
t the input and output of the processes, it is not possible to dis-
riminate between different fault modes (cf. Definition 2), leading
s to a business process where it is not possible to distinguish
he activity or activities responsible for the abnormal behaviour.
t becomes necessary the monitoring of the dataflow in intermedi-
te flows during the execution of a business process instance. Since
he monitoring after each activity is very costly, and sometimes
ot possible because of privacy and security policies, the moni-
oring should be performed at strategic places that maximize the
iagnostic accuracy, reducing costs.

efinition 2 (Discriminability).  (Bocconi et al., 2007) Two fault
odes are discriminable if their patterns of observable values are

isjoint. Then, the discriminability is the capacity to distinguish
etween fault modes by using the observations available from mon-

toring.

Therefore, for the model-based diagnosis of business processes
o be successful, diagnosability analysis becomes a design-time
equirement. The diagnosability level of the business process
epends upon the observations of data flowing through the busi-
ess processes. The observation of data allows a later model-based
iagnosis process to determine the source of a business fault which
ay  result in the violation of business policies.

efinition 3 (Diagnosability level). Number of fault modes which
an be discriminated between them from the observations avail-
ble from monitoring.

This way, the allocation of test points allows the diagnosability
f business processes to be improved, by monitoring the dataflow
o locate the source of abnormal behaviour, in accordance with the
ollowing definitions.

efinition 4 (Test point).  A test point is a location within the flow
f a business process where the observability of the dataflow is
uaranteed.

efinition 5 (Diagnosability). (adapted from Console et al., 2000
or business processes) A business process is diagnosable with a
iven set of test points TP if and only if: (i) for any relevant com-
ination of test-point readings there is only one minimal diagnosis
andidate; (ii) every fault of the business process belongs to a can-
idate diagnosis for certain test-point readings.
.2. Improving the diagnosability level

The diagnosability level of a business process is directly related
o the ability to discriminate between faults when they occur. In a
siness process.

parallel way than in classic diagnosis, several metrics can be used
in order to perform a comparison of the diagnosability level of a
business process before and after the allocation of test points, such
as the longest chain of activities that can be executed in a process
instance without any observation of the dataflow between these
activities.

However, since the allocation of test points aims to facilitate
a later diagnosis process, we  opt for the definition of a metric to
obtain the number of activities which cannot be discriminated in
the worst case, called #nonIsolatableActivities (cf. Definition 6). That
metric is used as the opposite of the diagnosability level, since the
higher the #nonIsolatableActivities is, the worse the diagnosability
level is, and vice versa.

Definition 6 (#nonIsolatableActivities).  Metric that represents the
size of largest set of activities that cannot be discriminated for any
input data combination for a given allocation of test points in a
business process.

This idea is illustrated with the example of Fig. 2, where the
example of Fig. 1 is monitored by three test points tp1, tp2 and
tp3. The example counts on two types of gateways (exclusive and
parallel), which influence in the observability of the test points in
different ways:

• All parallel branches starting in a parallel gateway are always
executed for any process instance reaching the AND split, so that
a test point allocated in any of the parallel branches performs its
monitoring activity whenever the business process is executed.

• Since only one branch of an exclusive gateway is executed for
each process instance, if at least one of the branches does not
count on any test point, it is possible that the execution of a
process instance flows through one of those branches without
test point. This is the worst case regarding diagnosability, and it
implies that, existing at least an exclusive branch without test
point allocated, a test point in another exclusive branch is not
considered to be monitoring the activities outside the exclusive
branch where it is allocated when it comes to calculate the diag-
nosability of the overall business process.

For the example in Fig. 2, Table 1 shows the observations that
would be performed by the three allocated test points if some
abnormal behaviour is reported. That observations depend on both
the activities that participate in the process instance and the faulty
activity causing the abnormal behaviour of the overall process,
being possible to observe abnormal (ab) or correct (ok)  behaviour
of the subset of activities monitored by each test point.

As it is shown in Table 1:
Fig. 2. Example of monitoring of business process.
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Table 1
Test point observations.

Activities involved in the process instance Faulty activity Observations

tp1 tp2 tp3

{A1, A2, A3, A6, A7, A8, A9} A1, A2, A3 or A6 – ab ab
A7 or A8 – ab ok
A9 – ok ab

{A1, A4, A5, A6, A7, A8, A9} A1 or A4 ab ab ab
A5 or A6 ok ab ab
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location within the business process, this involves a fixed maxi-
A7 or A8 ok ab ok
A9 ok ok ab

tp1 only performs monitoring when the process instance includes
the branch of the XOR where it is allocated.
The activities in different branches of the XOR are not taken into
account simultaneously, but only if the branch where they are
located takes part of the process instance. Then, the number of
activities per branch and the test points located within them
should be considered when calculating the metric #nonIsolatable-
Activities.

Hence, for the example in Fig. 2, the largest set of activities that
annot be discriminated between them for any input data combi-
ation (i.e. #nonIsolatableActivities) are {A1, A2, A3, A6} identified by
tp2, tp3} when the process instance is composed of {A1, A2, A3, A6,
7, A8, A9}. Therefore, #nonIsolatableActivities = 4 for this example.

That is, after the allocation of a set of n test points TP = {tp1, . . .,
pn} in a business process, each activity Aj is monitored by a subset
f test points TPk ⊆ TP.

In this paper, the flows between activities in the business pro-
esses are assumed to be not faulty. Nevertheless, if the flows have
o be considered as candidates for the responsibility of any abnor-

al  behaviour, this possibility can easily be modelled by adding
 new fictitious component per flow which would be considered
uring the test-point allocation and later diagnosis process.

.3. Motivating example

This section introduces an example of a business process called
rrival of a New Employee, extracted from the Bonita Open Solution
ocumentation (BOS, 2011), shown in Fig. 3. This example is used
o illustrate the concept of diagnosability and the allocation of test
oints in business processes. We  use BPMN 2.0 (OMG, 2011) to
isualize the model of business processes.

Fig. 3 shows a business process that is executed when a new
mployee joins the company, and entails the tasks of data notifica-
ion and of preparation of the new workspace. This process consists
f twenty activities (rectangles with rounded corners) and eight
ateways or control nodes (diamonds), and a start and end event
circles). A gateway with one incoming edge and multiple outgoing
dges is called a split; a gateway with multiple incoming edges and
ne outgoing edge is called a join.

The activities in the example consume and produce data during
he execution of the business process. This flow of data between
ctivities remains unobservable to an external diagnoser until the
xecution finishes and the end event is reached.

After the execution of an instance of the business process, the
bserved result may  differ from the expected result. This implies
hat a certain activity or activities within the process present abnor-

al  behaviour. Taking into account that, without the allocation of
est points, it is possible to observe data only at the end of the pro-

ess, and hence the question to answer is: how can the activity or
ctivities which are responsible for the incorrect behaviour of the
rocess be identified? By counting on only the observations at the
nd Software 86 (2013) 2725– 2741

end of the process, it is impossible to isolate those activities which
cause the fault since they cannot be discriminated from the rest.

For example, if, after the execution of an instance of the process
of Fig. 3, the computer that was  prepared for the new employee
does not include the expected software, was  there a mistake in
the data notified in the execution of the Notify hiring management
activity? Or maybe the incorrect behaviour took place at Requisition
software?

By means of the allocation of test points, we  ensure a higher
diagnosability of the processes, thereby easing discrimination
between activities.

2.4. Objectives for the improvement of the diagnosability of a
business process

The test points enable the activities of the business process
to be discriminated from each other, thereby making it easier to
isolate incorrect activities. This is possible since the observations
performed by the test points allow us to determine the parts of the
business process that are working correctly, and hence only having
to perform a later diagnosis process for the remaining parts.

As it has been commented, it is possible to consider that the
best solution to the problem is the allocation of test points at every
possible location in the business process, thereby isolating each
activity from the rest. However, this solution is infeasible due to
economic and/or privacy policies:

• The test-point readings take place during the execution of an
instance of a business process. In the case of abnormal behaviour
of the process, these readings have to be monitored and evaluated
by extra human resources, since this IT service is not automated.
This issue entails hiring, training and retaining skilled personnel,
with the consequent cost increase.

• Likewise, the test-point readings must be handled by a fault-
diagnosis system, which is external to the business process.
Minimizing the number of transmissions is vital in business pro-
cesses. Even in the case when the test points are attached to
Business Process Management Systems with ample power sup-
ply, the reduction in bandwidth consumption may still be a major
factor due to the wireless, multi-hop nature of communication
and short-range radios.

• Furthermore, not all the possible locations in a business pro-
cess can include a test point: (i) due to legal regulations (e.g.
SOX, HIPAA) and data protection acts, some data flowing through
a business process may  not be observable due to confidential-
ity, privacy and security policies; (ii) certain parts of a business
process cannot include an observational model which enables
the determination of whether the observation performed by a
test point at that location differs from the expected observation.
Hence, any information collected by the test point is useless from
the diagnosis point of view.

Based on these points, the approach presented in this paper
applies techniques to allocate test points, considering both the lim-
itation of the number of test points to allocate and the achievement
of certain diagnosability level. This brings us to two different objec-
tives for consideration:

• Objective 1: If the requirements entail cost limitations, and assum-
ing that the cost of allocating a test point is independent of the
mum number of test points to allocate. In this case, the objective is
to reach the highest possible diagnosability level (minimizing the
#nonIsolatableActivities) while obeying the economic limitation
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restriction. Therefore, our approach allocates that fixed number
of test points and obtains the maximum diagnosability level.
Objective 2: If the requirements entail a certain diagnosability
level (for a given #nonIsolatableActivities), the objective becomes
the minimization of the number of test points to allocate in order
to obtain that level.

. Methodology for objective-driven determination of
est-point allocation

A graphical representation of the architecture proposed for the
olution of the diagnosability problem is shown in Fig. 4.

This proposal presents a set of steps for the allocation of test
oints to improve the diagnosability of business processes:

. Previous to the allocation of test points, business processes have
already been modelled using BPMN. The modelling of business
processes using this kind of graphical representation entails the
automatic generation of .bpmn files which contain the same
visual information in XML  format. This information is inter-
preted as input to a Test-Point Allocator to attain an optimal
allocation of test points. These test points, together with the
initial .bpmn files, provide a monitoring model of the original
business processes.

. This approach starts from these XML  files, which contain the

information of the overall business process. Each business pro-
cess in an XML  file is denoted by the label <pools>, and,
within each business process, every activity and gateway has the
format:
 example.

<vertices xmi:type=“bpmn:Activity” xmi:id=“.  . .”
name=“.  . .”  outgoingEdges=“. . .” incomingEdges=“. . .”
activityType=“.  . .” . . . />

3. These elements in the XML  file can be modelled as a Constraint
Satisfaction Problem, with variables and constraints according
to the topology. This step is laid out in detail in the following
subsection.

4. Depending on which objective is to be achieved, the initial CSP
is modified to include some specific constraints and goals. The
corresponding algorithm for the allocation of test points is then
executed, and the test points are placed.

5. The result is provided as .bpmn files in XML  format, and includes
new attributes in order to indicate the placement of the test
points, thereby attaining monitored business processes by a sub-
sequent diagnosis that would be performed at runtime.

3.1. Solving the diagnosability problem of business processes

As mentioned above, the input to our methodology is a busi-
ness process model, in BPMN 2.0 format, which has been correctly
designed from both control flow and data perspectives.

In order to know the diagnosability level of a business pro-
cess, by means of the calculation of the #nonIsolatableActivities
metric, it becomes necessary to count the activities which are mon-
itored by the same subsets of test points allocated in the flows
of the process. As a way to perform that counting, we propose

to automatically enumerate the activities and control flows (start
event, end event, joins and splits) to provide them with a relative
ordering w.r.t. the places of the process where some monitoring is
performed.
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As an example, Fig. 5 shows the example in Fig. 1, which does not
ount on any test point, where the activities have been numbered
n accordance with their relative ordering to the output (i.e., in this
ase, the only place where some monitoring takes place).

The idea of the numbering of the activities and control flows is
ased on finding the sequence of activities that cannot be isolated
ecause there is not a test point allocated between them. The prob-

em is that, since exclusive and parallel branches can be found, all
ifferent possibilities should be analysed. In short, and as shown

n Fig. 5, the number of each activity or control flow x is assigned
epending on the elements surrounding x in the process, as follows:

Start and end events are always numbered 0.
The activities in sequential order are enumerated consecutively
(e.g. activities A2 and A3 in Fig. 5, numbered 2 and 3, respectively).
The splits are numbered with the same number of their precedent
element, since they do not affect to the value of #nonIsolatable-
Activities (e.g. the XOR split in Fig. 5, numbered 1, like A1).
The first elements in the branches of each XOR are numbered con-
secutively w.r.t. the XOR split, in order to continue the counting on
each branch independently, since only one of the branches would
be executed at runtime (e.g. A2 and A4, both numbered 2 because

their previous split is numbered 1). This way, each XOR join is
numbered with the maximum number between the numbers of
the last elements in the branches, such that only the largest set
of activities is considered (e.g., the XOR join in Fig. 5 is numbered

Fig. 5. Example of bu
on of the methodology.

3, which in this case is the maximum between the numbers of A3
and A5, both numbered 3).

• As regards the branches of an AND or OR gateway, the first ele-
ment of one of the branches is numbered consecutively w.r.t. the
split, in order to continue the enumeration of previous activities
(e.g., A7, numbered 5), and the first elements of the rest branches
start a new numbering (i.e. are numbered as 1, like A9). This way,
the AND or OR join is numbered as the sum of the numbers of
the last elements in each branch, such that the activities in all
branches are considered, since all of them would be executed in
parallel at runtime and cannot be discriminated if one of them is
not working correctly (e.g., the AND join in Fig. 5 is numbered 7,
which is the sum of 6 from A8 and 1 from A9).

Using the numbers assigned in Fig. 5, the metric #nonIsolatable-
Activities can be calculated as the maximum number assigned in
the process. In this case, the value of #nonIsolatableActivities is 7
indicating that, without the allocation of any test point, there are
7 activities whose abnormal behaviours cannot be discriminated
between them.

However, with the allocation of test points in Fig. 2, the
numbering of elements changes as shown in Fig. 6, being now

#nonIsolatableActivities equal to 4.

The main changes in the numbering are: (1) the element after
a test point is numbered 1 (e.g. A5 in Fig. 6) and (2) if exists
at least one test point at any branch of an AND or OR,  the first

siness process.
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Fig. 6. Example

lement of each branch is numbered 1, since now not all ele-
ents in the parallel branches are monitored by the same subset

f test points, so that it is not necessary that the first element
f one branch continues the previous numbering (e.g., A7 is now
umbered 1 in Fig. 6). Then, and since the existence of a test
oint at any parallel branch affects to the numbering of the ele-
ents in all branches, the existence of (at least) a test point within

n AND or OR is going to be notified by means of labels in the
utgoing flows of the corresponding split (as detailed in Section
.3.2).

Following this idea of the numbering, and in order to obtain
he best allocation of the test points, all possible combinations of
est-point allocations need to be analysed. For this reason, we could
ave defined a specific algorithm to optimize the solution. But there

s a field in Artificial Intelligence, called Constraint Programming,
here this type of problems can be modelled and solved with a

et of tools and algorithms to reduce the developing and execution
ime.

Constraint Programming (Rossi et al., 2006) is based on the res-
lution of Constraint Satisfaction Problems (CSPs), which seek a
onsistent assignment of values to variables. A CSP is a triple 〈X, D,
〉 where X is a n-tuple of variables X = 〈x1, x2, . . .,  xn〉, D is a corre-
ponding n-tuple of domains D = 〈D1, D2, . . .,  Dn〉 such that xi ∈ Di,

 is a t-tuple of constraints C = 〈C1, C2, . . .,  Ct〉. A constraint Cj is a
air 〈RSj

, Sj〉 where RSj
is a relation on the variables in Si = scope(Ci).

 solution to the CSP P is an n-tuple A = 〈a1, a2, . . .,  an〉 where ai ∈ Di
nd each Cj is satisfied in that RSj

holds on the projection of A onto
he scope Sj.

Our proposal is to transform the business process model and
he test-point allocation in a CSP where the best allocation of test
oints can be obtained in an efficient way.

In order to perform the automatic transformation from BPMN
odels into CSPs, including the mentioned numbering of elements,
e propose an approach based on graph-theory that facilitates the
nderstanding of the problem and the proposed solution, so that
ach business process model is first translated into a directed graph,
alled control flow graph.

Our proposal is based on the use of a CSP to analyse all the pos-
ible allocations of test points. In order to achieve this goal, we  use

 labelled directed graph to represent the business process, where
epending on the location of the test points, the edges that repre-
ent the components of the business process will be labelled with
umbers related to the distance to a test points. Both the transla-
ion into control flow graph and the later CSP modelling are detailed
n next sections.

.2. Translation of business process models into control flow
raphs

As it was aforementioned, the first step in the test-point alloca-
ion process is to translate each business process into a control flow

raph, defined as follows:

efinition 7 (Control flow graph).  A control flow graph is a tuple
N, E), where:
siness process.

• N is the set of nodes of the graph, composed by the elements of the
BPMN model (i.e. activities, XOR splits Sx, AND and OR splits SA/O,
XOR joins Jx, AND and OR joins JA/O, start event and end events);

• E ⊆ {(ni, nj) ∈ N × N : ni /= nj} is a set of directed labelled edges
which determine precedence relation between the elements of
the process according to the model. The locations of the test
points will be represented as true values in the edges.

To simplify the exposition, AND and OR gateways are considered
as an only set of splits (SA/O) and joins (JA/O), since they have the
same processing all along the test-points allocation process, since
an OR gateway can behave as an AND gateway (all their branches
could be executed).

Fig. 7 shows the resulting graph for the running example in Fig. 3.

3.3. CSP modelling

Once the control flow graph for a business process has been built,
an initial CSP is defined from the analysis of the graph in order to
collect all necessary information for the CSP solver lo allocate the
test points.

Likewise, the initial CSP should count on the information to
allow the automatic calculation of the #nonIsolatableActivities for
each attempted test-point allocation. To perform that calculation,
the CSP counts on variables and constraints to carry out a num-
bering of the nodes of the graph. As mentioned, that numbers are
intermediate calculations of the metric #nonIsolatableActivities, and
they depend on the edges where the test points are allocated, on
the type of node (activity, split, join, etc.) to number, and on the
relative position of the node in the graph w.r.t. the location of the
test points which monitor its behaviour.

3.3.1. CSP variables
In order to represent the data managed in the CSP, it is necessary

to define the next variables:

� nodesNumber(n): is a mapping from node to integer which relates
each node of the graph with a number. Depending on the allo-
cation of the test points, the nodes of the graph will be labelled
following a set of rules explained in the next subsection.

� testPoint(e): is a mapping from edge to boolean which indicates if
a test point has been allocated on each edge or not. The possible
values for each element are:
– testPoint(e) = true → test point allocated at the edge e.
– testPoint(e) = false → there is no test point at the edge e.

� label(e): is a mapping from edge to boolean to relate each edge to
its label. They are false by default, and will be used as a mark
to determine the existence of a test point within AND or OR
branches.

� nTestPoints: variable holding the number of allocated test points.
� forbiddenEdges:  is a set of edges holding the locations that cannot

include a test point, so that:

– ∀e ∈ forbiddenEdges,  testPoint(e) = false.

The roles of these variables are detailed in next subsections by
means of indicating their involvement in the constraints of the CSP.
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Fig. 7. Control flow

.3.2. Constraints for edge-labelling
In order to model the information regarding the numbering of

ach node in the graph, indicating the relative order of the nodes,
he initial CSP also counts on constraints to perform a runtime
abelling of the edges of the graph (variable label i the CSP), which
lso depends on the edges where the test points are allocated.

Those labels on the edges are needed to number the nodes
ithin and after the branches of the AND and OR gateways, since

hey allow the simultaneous execution of parallel branches. Then,
t becomes necessary to find out whether there is some test point
llocated at any branch to carry out the numbering.

In order to illustrate the idea with an example, Fig. 8(a) shows a
art of a business process, composed of four activities {Aa, Ab, Ac, Ad}
urrounded by the test points tpx and tpy. Only counting with those
wo test points, the process of numbering the nodes in the corre-
ponding graph assigns numbers from 1 to 4 to the activities, as
hown in Fig. 8(a), since the abnormal behaviour of the four activ-
ties cannot be discriminated between them because all of them
re monitored by the same subset of test points (tpy in this case).
owever, if a test point tpz is allocated after the activity Ac, the num-
ering of the nodes should change as shown in Fig. 8(b). This is due
o the allocation of tpz changes the discriminability of the activities
n the example, being now monitored by different subsets of test
oints: {Aa, Ac} are monitored by both tpz and tpy, whereas {Ab,
d} are monitored only by tpy, being now 2 the maximum num-
er of activities not discriminable between them. Therefore, one
ore more) test point allocated at any branch of an AND or OR gate-
ay affects to both the numbering of the nodes in the branches

nd the numbering of the nodes right after the AND or OR join
ode.

This way, the label of the edges will be used as a mark to indi-
ate if there is some test point allocated in a branch of an AND or
R gateway or not, and the number assigned to each node in accor-
ance with this information. This is not necessary when it comes to
umber the nodes in a XOR gateway, since it only allows the exe-
ution of one branch at a time, so that a test point allocated in one

ranch only affects to the numbering of the nodes in that branch.

Thus, a boolean label is assigned to each edge e (referred to as
abel(e)) during the allocation process (as the CSP solver goes along),
onsidering certain rules.
h for the example.

For each node n in N, and being E′ ⊆ E the set of outgoing edges
of n:

• If n is not an AND or OR split, all the edges in E′ are labelled as
false,

n /∈ SA/O → ∀e ∈ E′ : label(e) = false

• If n is an AND or OR split, considering N′ ⊆ N the set of nodes in the
parallel branches beginning in n, and being e′ one of the edges in
E′:
– the remaining edges in {E′ − e′} are labelled as true;
– the label for e′ will be true iff there is at least one test point allo-

cated in one of the flows which compose the parallel branches
of the AND/OR beginning in n (so that at least one pair of
different nodes in N′ can be discriminated between them in
accordance with the monitoring of the allocated test points),
and false otherwise.
The edge e′ can be any of the outgoing edges of n, since E′ is a set,

and its label will affect the numbering of every node within the
AND or OR branches and the nodes after the join, not depending
on the edge where the label is assigned.

In a formal way, being N′ ⊆ N the set of nodes in the parallel
branches beginning in n, and considering that for each pair of
nodes ni, nj ∈ N, ni /= nj the function disc(ni, nj) is true iff ni and nj
are discriminable,

n ∈ SA/O|e′ ∈ E′ → ((∀e ∈ {E′ − e′} : label(e) = true)∧
(label(e′) = true ↔ ∃ni, nj ∈ N′|ni /= nj : disc(ni, nj) = true))

For the example of control flow graph in Fig. 7, once the test
points are allocated, all the edges in the graph will be labelled as
false by default, but the outgoing edges of each AND or OR split,
which are labelled in accordance with the previous expression. For
this example, the edges with different treatment are:
• Edge (SA/O 1, NP)  for the split named SA/O 1 in Fig. 7. This edge
will be labelled as true iff the test-point allocation enables the
discrimination of the node RSC (previous node to SA/O 1) from at
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Fig. 8. Partial example of

least one of the nodes within the AND/OR parallel branches: NP,
PPBI, PNEP, SWL, BEF, NHM, SA/O 2, RHS, SA/O 3, RH,  RS,  JA/O 3, SUC,
JA/O 2, REIA, CEA, DW, RPV, CPVA, SX 1, NS,  JX 1, BWS, FWSU.

That is, label((SA/O 1, NP)) = true iff there is a test point at least
at one of these edges: (RSC, SA/O 1), (NP, PPBI), (PPBI, JA/O 1), (PNEP,
JA/O 1), (SWL, BEF), (BEF, JA/O 1), (NHM, SA/O 2), (RHS, SA/O 3), (RH,
JA/O 3), (RS,  JA/O 3), (SUC, JA/O 2), (REIA, CEA), (CEA, JA/O 2), (RPV,
CPVA), (CPVA, JA/O 2), (DW, SX 1), (BWS, JA/O 2) or (FWSU,  JA/O 1).
Edge (SA/O 2, RHS) for the split named SA/O 2 in Fig. 7. This edge
will be labelled as true iff the test-point allocation enables the
discrimination of the node NHM (previous node to SA/O 2) from at
least one of the nodes within the AND/OR parallel branches: RHS,
SA/O 3, RH,  RS,  JA/O 3, SUC, REIA, CEA, DW, RPV, CPVA, SX 1, NS,  JX 1,
BWS.

That is, label((SA/O 2, RHS)) = true iff there is a test point at (at
least) one of these edges: (NHM, SA/O 2), (RHS, SA/O 3), (RH, JA/O 3),
(RS, JA/O 3), (SUC, JA/O 2), (REIA, CEA), (CEA, JA/O 2), (RPV, CPVA),
(CPVA, JA/O 2), (DW, SX 1) or (BWS, JA/O 2).
Edge (SA/O 3, RH) for the split named as SA/O 3 in Fig. 7. This edge
will be labelled as true iff the test-point allocation enables the
discrimination of the node RHS (previous node to SA/O 3) from at
least one of the nodes within the AND/OR parallel branches: RH,
RS.

That is, label((SA/O 3, RH)) = true iff there is a test point at (at
least) one of these edges: (RHS, SA/O 3), (RH, JA/O 3) or (RS, JA/O 3).

.3.3. Constraints for node numbering
As it was aforementioned, the goal of the initial CSP is to model

he relation between the test-point allocation, the #nonIsolatable-
ctivities of the overall business process, and its topology. These
onstraints aims to perform a numbering of the nodes in the graph
variable nodesNumber of the CSP). The idea of this numbering
f the nodes is based on a combination among the distance of

 node from a test point and the topology of the business pro-
ess, so that the #nonIsolatableActivities can be calculated from this
odelling.
The key idea for the modelled CSP is to establish values to the

ctivities, using the mapping nodesNumber,  to determine a relative
rdering with respect to each allocated test point. Those values
re used to calculate the maximum number of activities whose
bnormal behaviours cannot be discriminated between them, i.e.
he #nonIsolatableActivities of the business process.

The constraints to establish the numbering of each node is dif-
erent depending on the type of nodes that are surrounding it, and
n whether a test point is allocated in the flow previous to the node.
his way, if a node ni is preceded by a test point tpj, its value is equal
o 1 due to ni is just following tpj, so that it becomes necessary to

nitialize the numbering in order to start a new relative ordering

.r.t. the following test point. In other case, the value of ni would
e calculated according to the values of the nodes preceding ni, as

t is detailed in the following and shown in Table 2.
itored business process.

• Case 1: The value of the start and end nodes (START and END) is
always equal to 0.

• Case 2: Two nodes nx, ny, where ny is an activity, connected
through an edge ej.
– If the test point tpj is allocated in ej (i.e. testPoint(ej) = true), the

value of ny is equal to 1, since ny is the first node after tpj.
– If the label of ej is true (i.e. label(ej) = true), the value of ny is

equal to 1, since ny is located in a branch of an AND or OR that
does not need any special consideration.

– Otherwise, the value of ny is calculated as ny = nx + 1, since ny

and nx are hence monitored by the same test points, and they
cannot be discriminated between them.

• Case 3: Two nodes nx, s, where s is an split, connected through an
edge ej.
– If the test point tpj is allocated in ej (i.e. testPoint(ej) = true), s is

numbered 0, since s is the first node after tpj, but it is not taken
into account for the calculation of #nonIsolatableActivities since
it is not an activity.

– If tpj is not allocated, the value of s is calculated as s = nx, since
s and nx are observed by the same set of test points.

• Case 4: ja/o is an AND or OR join, with nodes ny, nw , nz, . . . as
sources.
– Being not monitored nodes the nodes in ny, nw , nz, . . . that

do not count on a test point allocated at their outgoing
edges ej, ek, el, . . .,  the value of the join ja/o is calculated as
ja/o =

∑
not monitored nodes.  This way, the node ja/o collects

the quantity of nodes that have not been monitored by any test
point yet.

• Case 5: jx is a XOR join, with nodes ny, nw , nz, . . . as sources.
– Being not monitored nodes the nodes in ny, nw , nz, . . . that

do not count on a test point allocated at their outgoing
edges ej, ek, el, . . .,  the value of the join jx is calculated as
jx = max(not monitored nodes).  This way, the join jx collects the
quantity of nodes that have not been monitored by any test
point yet in the worst case.

As an example, Table 3 presents some constraints for some dif-
ferent types of nodes in the control flow graph in Fig. 7.

3.3.4. Calculation of #nonIsolatableActivities
As it was  aforementioned, the aim of the nodes numbering is

to calculate the #nonIsolatableActivities of the overall business pro-
cess. Those numbers are assigned to the nodes in order to count
how many activities are monitored by the same sets of test points,
that is, how many nodes cannot discriminated between them in
accordance with the allocated test points. This way, the value of
the #nonIsolatableActivities of the process can be calculated as the
maximum number between the nodes numbering, since that value

is the maximum number of activities monitored by the same set of
test points.

#nonIsolatableActivities = max(nodesNumber(x)), x ∈ N
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Table 2
Constraints for each type of node.

Case Control flow Constraints to model the node numbering

1
nodesNumber(START)  = 0
nodesNumber(END)  = 0

2
(testPoint(ej)||label(ej)) → nodesNumber(ny) = 1
¬(testPoint(ej)||label(ej)) → nodesNumber(ny) = nodesNumber(nx) + 1

3
(testPoint(ej)||label(ej)) → nodesNumber(s) = 0
¬(testPoint(ej)||label(ej)) → nodesNumber(s) = nodesNumber(nx)

4

nodesNumber(ja/o) = 0
(testPoint(ej) = false) → nodesNumber(ja/o) = nodesNumber(ja/o) + nodesNumber(ny)
(testPoint(ek) = false) → nodesNumber(ja/o) = nodesNumber(ja/o) + nodesNumber(nw)
(testPoint(el) = false) → nodesNumber(ja/o) = nodesNumber(ja/o) + nodesNumber(nz)

5

nodesNumber(jx) = 0
testPoint(ej) = false → nodesNumber(jx) = nodesNumber(ny)
testPoint(ek) = false → jx = max(nodesNumber(jx), nodesNumber(nw))
testPoint(el) = false → jx = max(nodesNumber(jx), nodesNumber(nz))

t
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p
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t
t
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In order to illustrate the aim of the node numbering, Fig. 9 shows
he numbers which result to the application of the constraints in
able 3 without the allocation of any test point (nTestPoints = 0). It is
ossible to notice that the maximum number is 20 in node WE  (i.e.

 nonIsolatableActivities = 20), which corresponds to the number of
ctivities in the original business process in Fig. 3 since, without
he allocation of any test point, none activity is discriminable from
he rest.

This initial CSP is the base for the two objectives to reach, and
ts constraints are common to the two objectives achieved by the
olution proposed in this paper. However, the initial CSP needs
o be enriched with specific constraints and an objective function

epending on the objective to achieve. Hence, a Constraint Opti-
ization Problem (COP) is attained, which can be defined as a

egular CSP whose goal is to find the optimal solution in accor-
ance with the determined objective function. The two  objectives

able 3
ome constraints for the example in Fig. 3.

Node START
nodesNumber(START)  = 0

Node RSC
nodesNumber(RSC)  = 1

Node SA/O 1

(testPoint((RSC, SA/O 1))||label((RSC, SA/O 1))) → nodesNumber(SA/O 1) = 0
¬(testPoint((RSC, SA/O 1))||label((RSC,

SA/O 1))) → nodesNumber(SA/O 1) = nodesNumber(RSC)

Node NP
label((SA/O 1, NP)) = (testPoint((RSC, SA/O 1))||testPoint((NP,

PPBI))||testPoint((PPBI, JA/O 1))||testPoint((PNEP, JA/O 1))||testPoint((SWL,
BEF))||testPoint((BEF, JA/O 1))||testPoint((NHM, SA/O 2))||testPoint((RHS,
SA/O 3))||testPoint((RH, JA/O 3))||testPoint((RS, JA/O 3))||testPoint((SUC,
JA/O 2))||testPoint((REIA, CEA))||testPoint((CEA, JA/O 2))||testPoint((RPV,
CPVA))||testPoint((CPVA, JA/O 2))||testPoint((DW, SX 1))||testPoint((BWS,
JA/O 2))||testPoint((FWSU, JA/O 1)))

(testPoint((SA/O 1, NP))||label((SA/O 1, NP)) → nodesNumber(NP) = 1
¬(testPoint((SA/O 1, NP))||label((SA/O 1,

NP))) → nodesNumber(NP)  = nodesNumber(SA/O 1) + 1
and their corresponding configurations are given in detail in the
following subsections.

3.4. Objective 1: maximization of the diagnosability level with the
allocation of a fixed number of test points

Beginning with the initial CSP, it is necessary to add a new con-
straint as well as the goal to be achieved for this specific objective.
This new information is also generated and included in the initial
CSP in an automatic way.

More precisely, the new information to be added is:

• The number of test points must be limited to a value t indicated
by the user or the problem specification. That is, the number of
true values in the mapping testPoint has to be equal to the num-
ber of test points to be allocated, hold in the variable nTestPoints,
which remains constant for this objective. If this value t is greater
than or equal to the maximum number of existing flows for the
allocation of test points, it is not necessary to execute any algo-
rithm, since a test point will be allocated at each possible location
of the business process.

• The goal is included in the CSP: the objective function becomes
the minimization of the #nonIsolatableActivities of the business
process, thereby obtaining the maximum diagnosability level.

Constraint
nTestPoints = t

Goal
minimize( #nonIsolatableActivities)

As an example, for the control flow graph in Fig. 7, and setting
the number of test points to allocate to nTestPoints = 3, our approach
allocates those test points as it is shown in Fig. 10. All the activities
in a business process are monitored in the end event (output of

the process), and depending on the allocation of the test points,
the different activities can be monitored by some of them too. The
example shows a #nonIsolatableActivities equal to 6, which is the
maximum number in the nodes (node WE), corresponding to the
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Fig. 9. Example of numbering with

Table 4
Test points observations.

Faulty activity Observations

tp1 tp2 tp3

NP,  PPBI, PNEP, SWL, BEF or WE  ok ok ok
REIA,  CEA, RPV, CPVA or FWSU ok ok ab
DW,  NS or BWS  ok ab ab

a
o

f
a
t

RHS,  RH, RS or SUC ab ok ab
RSC or NHM ab ab ab

ctivities NP,  PPBI, PNEP, SWL, BEF and WE,  which are the largest set
f activities that cannot be discriminated between them.
Likewise, Table 4 shows the observations that would be per-
ormed by the 3 allocated test points after the detection of an
bnormal behaviour of the process (for instance, after a cus-
omer complaint). Those observations depend on the activity that

Fig. 10. Example with nTestPo
out any test point allocated.

is misbehaving, not existing more than 6 activities whose faulty
behaviour produce the same patterns of observable values. For the
sake of simplicity, and since the original business process only
counts on one XOR split, we suppose that all activities take part
in the executed process instances (i.e., for the example, the lower
branch of the XOR is executed). Thereby, Table 4 collects the infor-
mation about the faulty activities and the observations performed
by the test points (categorized as normal (ok) or abnormal (ab)).

As a particular example, if a complaint is reported after the exe-
cution of a process instance, indicating that the computer for the
new employee does not count on the expected software, the obser-
vations performed by the test points allow to determine the subset
of activities containing the faulty activity. This way, if the test point

tp1 detects the abnormal behaviour, and it is not detected by tp2,
the problem is caused by the abnormal execution of an activity in
the subset {RHS, RH, RS, SUC}, as stated in Table 4. On the other
hand, if tp2 detects the abnormal behaviour too, this is because the

ints = 3 for Objective 1.
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Table 5
Test points observations.

Faulty activity Observations

tp1 tp2 tp3 tp4 tp5

PPBI, PNEP, SWL, BEF or WE ok ok ok ok ok
RH,  SUC, REIA, CEA or FWSU ok ok ok ok ab
DW,  NS or BWS  ok ok ok ab ab
RPV or CPVA ok ok ab ok ab
RHS or RS ok ab ok ok ab
NHM ok ab ab ab ab
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Table 6
Test cases characteristics.

Number of test cases 100

Size Min  18
Max  37
Avg 27

CFC Min  5
NP ab ok ok ok ab
RSC ab ab ab ab ab

aulty activity is monitored by both test points tp1 and tp2. There-
ore, the activities which are candidates to be faulty are RSC and
HM, as shown in Table 4. This way, the selected test-point alloca-

ion enables to determine the source of the abnormal behaviour in
he most accurate way for a precise specification of the objective to
each, limiting the checking for the faulty activity to a small subset
f activities.

This approach indicates the best test-point allocation within a
usiness process, ensuring a minimal level of diagnosability. Nev-
rtheless, the final validity of the solution depends on the data
hat can be monitored by the allocated test points (i.e. how they
re implemented), and on the later model-based diagnosis process
sed, such as the techniques presented in Borrego et al. (2009). This

s, the minimal diagnosability level obtained can be even reduced
n practice if the diagnosis process is able to use the observations
rom different process instances to exonerate activities, getting a

ore accurate diagnosis.

.5. Objective 2: minimization of the number of test points to be
llocated in order to obtain a fixed diagnosability level

When it is necessary to achieve a determined diagnosability
evel, a maximum #nonIsolatableActivities is fixed, and the objec-
ive becomes the minimization of the number of test points to be
llocated in order to minimize costs.

In order to model this objective, it is necessary to add more
nformation to the initial CSP. That information is:

Constraints to limit the #nonIsolatableActivities of the business
process to a maximum value f. That value f indicates the maxi-
mum  allowed number of non-discriminable activities after the
allocation of test points. Therefore, being |Act| the number of
activities in the business process, since f = |Act| would imply not
being necessary to allocate any test point, and f = 1 would imply
to allocate test points after every activity, the range of values for
f is defined as [2, |Act| − 1].
The goal to be achieved is given by an objective function which
establishes the minimization of the number of test points to be
allocated.

Constraints
#nonIsolatableActivities ≤f

Goal
minimize(nTestPoints)

Again for the control flow graph in Fig. 7, and setting a maximum
nonIsolatableActivities ≤5, our approach allocates 5 test points as

hey are shown in Fig. 11.
Similarly as for Objective 1, Table 5 collects the observations
erformed by the 5 allocated test points depending on the activity
hat would be working abnormally.

In this case, there are two sets of 5 activities not discriminable
etween them:
Max  12
Avg 8

• PPBI, PNEP, SWL, BEF and WE, are monitored only at the output.
• RH, SUC, REIA, CEA and FWSU,  monitored by tp5 and at the output.

4. Implementation and empirical evaluation

In this section, the implemented tool for the test-point allocation
is presented, and the experimental results corresponding to the
evaluation performed to it are shown.

4.1. Implementation

The Test-Point Allocator tool (Borrego et al., 2012) is imple-
mented, which carries out the allocation of test points in business
processes and provides options in accordance with the two objec-
tives detailed in this paper. The tool takes BPMN 2.0 models (OMG,
2011) (generated by using Bonita Open Solution) as input and trans-
lates them into CSPs in accordance with the process presented in
this paper. As CSP solver, the tool uses the ILOG JSolverTM (JSolver,
2003), which provides a Java library, facilitating its integration with
the remainder implemented code. The results are visualized on the
screen using the Graphviz/dot library (Graphviz/Dot, 2011). Fig. 12
shows screenshots of the Test-Point Allocator tool: the initial form
to upload the input file and choose the options and objective; and
the result obtained for one of the tested examples for the process
in Fig. 3.

4.2. Experimental design

With the aim of performing the evaluation of our tool, our algo-
rithms are executed over a set of randomly generated test cases
obtained by using the Process Log Generator (PLG, Burattin and
Sperduti, 2010). This mechanism enables the generation of realistic
business processes in accordance with certain specific user-defined
parameters, such as the determination of the probability of appear-
ance of each type of control flow, or the definition of the maximum
number of split-join branches.

In order to take the measurements, 100 test cases have been
generated, with different numbers of activities and flows, and
using several topologies. Specifically, the characteristics of those
test cases are collected in Table 6, which have been measured in
accordance two metrics chosen by their direct relation with the
diagnosability level of the business processes.

• Size of the business processes, that is equal to the number of
activities composing them.

• Control-flow complexity metric (CFC, Cardoso, 2005), which is
used to quantify the presence of control nodes in a business pro-
cess BP,  defined as follows:

CFC(BP) =
∑

CFCSX
(n) +

∑
CFCSA/O

(n)

n∈SX n∈SA/O

where CFCSX
(n) = |outedge(n)| and CFCSA/O

(n) = 1.
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The test cases are measured using a PC with CPU Intel Core 2
uo 1.86 GHz – 4 GB RAM.

.3. Experimental results

Since the aim of this contribution is the improvement of the
iagnosability of business processes by means of the allocation
f test points, the experimental results presented in the follow-
ng are focused in showing the relation between the diagnosability
evel and the number of test points allocated for the two objectives
iscussed in previous sections.

In order to present those results graphically in charts, the busi-
ess processes used as benchmarks are classified according to the
ize and CFC metrics.
Fig. 13 shows the results of reaching Objective 1 for both the
ize of the business processes and their CFC. It is possible to notice
hat, with the allocation of only a few test points (around 2–3 test
oints), #nonIsolatableActivities scales linearly in a significant way

Fig. 12. Screenshots of Te
leActivities ≤5 for Objective 2.

in both charts, but it tends to remain steady as more test points are
allocated.

As regards the experimental results for Objective 2, Fig. 14 shows
that the largest diagnosability level is set (i.e., the lower #nonIso-
latableActivities in the charts), the number of test points also scales
linearly with respect to both the size of the business processes and
their CFC.

4.4. Performance results

Further to the diagnosability-level analysis, another purpose of
the experimental evaluation is to determine the execution time
from start to completion of a test-point allocation process. The
worst-case complexity for the solution of CSPs is high. Solving CSPs

takes exponential time due to the dependency of their complex-
ity on the number of values each variable can take (Dechter, 1992;
Traxler, 2008). It is therefore logical to empirically evaluate the per-
formance of the developed methods. In order to assess whether, in

st-Point Allocator.
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Fig. 13. Experiment

ractice, the time it takes to allocate test points is acceptable. Hence,
n this subsection, the execution times for Objectives 1 and 2 are

easured.
Fig. 15 shows the execution time necessary for the complete

lgorithm to reach Objective 1. In the figure, and for each size of
enchmarks, it is possible to notice the increase of the execution
ime when more test points are allocated. However, it is also pos-
ible to observe that the execution time decreases again from a
etermined number of test point to allocate. This decrease hap-
ens because the CSP solver tries every possible combinations of
est-point allocations, so that the casuist to check depends on the
umber of test points to allocate and on the number of flows where
hose test points can be located (i.e., the size of the process, since
he test points can be located in the outgoing flows of the activities).
his way, and from a determined quantity of test points to allocate,
he number of possible allocations to check decreases, and so do
he execution times taken by the CSP solver.

Likewise, the execution time for the complete method for Objec-
ive 2 can be observed in Fig. 16. Again, it is possible to see the
ncrease and decrease in the execution time for each size of the
enchmarks, even more evident in this case when the value of
nonIsolatableActivities is 1.

. Related work

The diagnosability problem has been analysed in previous work,
ut never (to the best of our knowledge) it has been adapted to

usiness processes. Moreover, not only is an analysis of the diagnos-
bility required, as performed in Bocconi et al. (2007) and Console
t al. (2000), but an improvement of the diagnosability is also
ecessary.

Fig. 14. Experimental res
ults for Objective 1.

• Regarding the context of business processes and service work-
flows, some works in the literature address the diagnosis of
behavioural faults (Eshuis and Kumar, 2010; Lin et al., 2002; Van
Der Aalst et al., 2011; Zha et al., 2011), focusing on the identifica-
tion and isolation of modelling errors in workflow designs, at the
control flow level, such as deadlocks and lack of synchronization.
Likewise, there are previous works dealing with the analysis of
system faults (Baresi et al., 2006; Varela-Vaca and Gasca, 2010;
Varela-Vaca et al., 2011), which define monitoring rules to detect
this kind of fault and activate different remedies. In detail, Varela-
Vaca et al. (2011) perform a simulation of security faults over the
behaviour of the services (i.e. integrity attacks) in order to diag-
nose system faults, and Varela-Vaca and Gasca (2010) present
an approach based on the allocation of checkpoints. However,
these approaches do not perform any automatic determination
of monitoring locations.

As far as business faults are concerned, some previous works
deal with the problem of fault detection. The approach by Conforti
et al. (2011) presents a mechanism to model risks in executable
business process models in order to detect them as early as pos-
sible during process execution. Nevertheless, as in the case of
Alodib and Bordbar (2009), their aim is focused on fault detec-
tion, not considering that this mechanism does not guarantee the
completeness of a possible later diagnosis.

Previous works such as Yan et al. (2009) and Han et al. (2009)
take into account the necessity of monitoring the execution of
Web services and business processes in order to count on suffi-

cient information for a later diagnosis process. However, these
approaches are focused on the diagnosis, and none of them cov-
ers the analysis or improvement of the diagnosability level in
business processes.

ults for Objective 2.
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The contribution presented in Zhang et al. (2009a) presents an
algorithm to select locations to perform monitoring, but their
selection criteria do not include any diagnosability analysis or
cost limitations.

Likewise, although test-point allocation is also studied in the
proposal by Narendra et al. (2008), it is not focused on diag-
nosability either, but on the problem of continuous compliance
monitoring at run time in order to prevent non-compliance
against policies (security, confidentiality, and data integrity). The
selection of locations is useless from the diagnosis point of view
since no diagnosability criterion is taken into account.
With regard to work related in the field of the allocation of sensors
in systems composed of many components, a certain number of
these systems fail to perform the placement in accordance with
the diagnosability (Madron and Veverka, 1992; Maquin et al.,
1997; Commault et al., 2006), while other systems allocate the
sensors in order to improve diagnosability. A selection of these
studies are given in more detail below.

Travé-Massuyès et al. (2006) perform an analysis of many sys-
tems in order to study their physical models. This study takes into
account the diagnosability criteria by means of a technique that
allocates sensors consecutively.

The proposal by Spanache et al. (2004) allocates sensors accord-
ing to an economic criterion, and presents a method to obtain an
optimal-cost sensor system for a certain degree of diagnosability.

Zhang et al. (2009b) allocates test points in circuits and physical

systems using a genetic algorithm. Since the signal propagation in
this kind of system flows in a different way to that of the dataflow
of a business process, this method is inapplicable in the context
discussed in this paper.

Fig. 16. Execution time
 for Objective 1.

In the proposal by Ceballos et al. (2005), a new technique is
proposed in order to improve the computational complexity for
the isolation of faults within a system. The method is based on the
addition of new sensors. A CSP (Rossi et al., 2006; Dechter, 2003)
is obtained in order to select the necessary sensors to guarantee
the problem specification, and an algorithm for the determination
of the bottleneck sensors of the system is developed, in order to
improve the computational complexity of the CSP.

The contribution presented by Frisk and Krysander
(2007) shows an efficient technique that is based on the
Dulmage–Mendelsohn decomposition introduced by Dulmage
and Mendelsohn (1959). Although the constraint models of
most practical systems are under-determined before taking
the sensors into account, and over-determined afterwards, this
method only applies to just-determined sets of constraints.

A method based on the study of structural matrices (Yassine
et al., 2008) proposes that every component of the system
is represented by a constraint. Regarding detectability and
diagnosability, all subsets of constraints are considered (diagnos-
able, discriminable, and detectable). The contribution in Yassine
et al. (2010) presents a continuation of Yassine et al. (2008),
where the Dulmage–Mendelsohn decomposition (Dulmage and
Mendelsohn, 1959) together with a combinatorial algorithm are
used in the search for the optimal solution.

This paper addresses the topic of allocating test points in busi-

ness processes in order to improve their diagnosability of business
faults. On this topic, to the best of our knowledge, only the proposal
by Borrego et al. (2010) has been published, which is a preliminary
version of this paper. Furthermore, none of the papers mentioned

 for Objective 2.
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rovide methods to achieve the two objectives sought in this con-
ribution, which considers both the diagnosability level and the cost
imitations when it comes to determine the allocation of test points.

. Conclusions and future work

To ensure a minimal diagnosis of a business process in view
f abnormal behaviour, the analysis and improvement of its diag-
osability is of utmost importance. To this end, we  have proposed
he allocation of test points to make certain parts of the dataflow
bservable, thereby facilitating the isolation of the activity or activ-
ties which are responsible for possible abnormal behaviour.

The problem of allocating test points in business processes is
odelled as Constraint Satisfaction Problems so that it can be effi-

iently solved using Constraint Programming techniques.
This work presents two different objectives to be achieved,

hich depend on the requirements of the user or the problem spec-
fication. They consider the enhancement of the business processes
iagnosability and the cost limitations.

The approach has been implemented in the Test-Point Allocator
ool (Borrego et al., 2012). The tool allocates test points in busi-
ess processes designed using BPMN 2.0, in accordance with the
bjectives specified.

As for future work, we plan to extend our contribution by consid-
ring new features that may  condition the distribution of test
oints along the business processes, such as previous information
egarding the fault percentage of each activity, or even runtime
haracteristics like execution time per activity and the presence of
ritical or high probability paths.

Likewise, it would be interesting to perform the diagnosis of the
usiness process once the test points are allocated. This diagnosis
an provide us with additional information which is useful in the
esign of a more efficient process for the discovery of the minimal
iagnosis. Furthermore, these test points can help to solve the prob-

em of scalability of certain business processes, and may  enable an
asier diagnosis process to be developed for a business process with
umerous activities.
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