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ABSTRACT
In engineering applications many models arc bused on constraints with interval parameters and
variables, The model is based on the knowledge of the behavior of the system to diagnose. Inputs
and outputs of components are represented as variables in the constraints, and they can be
observable and non-ebservable depending on the situation of the sensors in the system.
In this work, we propose a new approach to automate the determination of the minimal diagnosis.
This approach has two phases. In the first phase, we determine components clusters in the system
in arder to reduce drastically the number of components to consider. This is specially necessary in
high density systems where compenents compose independent sets in themselves. In the second
phase, we construct a constraint satisfaction diagnosis problem. In this phase we use interval
variables (based on the domain of the variables). The results obtained in the studied cases are
very promising.
KEYWORDS: constraint satisfaction problem, constraints, clusters, diagnosis, interval models.

1L INTRODUCTION

Diagnosis allows to determine why a system correctly designed does not work like it was
expected. It is based on the monitoring of a system, using sensors which are integrated and
supposed to work cerrectly. The diagnesis aim is to detect and to identify the reason of the
unexpected behavior, or in other words, to identify the parts which fail in a system. In order to
explain a wrong behavior, the diagnosis process uses a determined set of observations and a
model of the system, These faults has to be avoided if we want to keep a sysiem within the
desired production and security fevel. Two communities works in parallel and usually separated
in diagnosis: FDI (Automatic Control} and DX (Artificial Inteiligence). Nevertheless, the
integration of FDI and DX theories (BRIDGE Task Group) has been shown in recent works (as
[Cordier(0] and [Gasca03]).

Both communities are based on the use of models. In the area of DX, the first work related to
diagnosis was presented with the aim of identifying faults in the component systems, based on the
structure and its behavior [Reiter84]. DART [Genesereth84] and GDE [de Kleer87] were the first
implementations to perform diagnosis, both detect possible faults using different inference
mechanisms. In [Reiter87] and {de Kleer92] a general theory was proposed for the problem of
explaining the discrepancies between the observed and correct behavior that the mechanisms
subject to the diagnosis process (logical-based diagnosisy have, These two paper presented the
diagnosis formalization.

In this work, we prepose a4 new approach to automate and to improve the determination of
interval model-based diagnosis . This work is based in two sieps:
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- A structural pre-treatment in order to reduce drastically the computational complexity,
specially in high density systems where components compose independent sets in
themselves.

- A Maximization Constraint Satisfaction Problem (CSP) for modelling and solving the
diagnosis problem as a sct of constraints among interval variables. The diagnosis aim is
to find what consiraints are not satisfied and therefore must be modified. Constraint
programming has the capability to solve systems of linear and polynomial eguations and
inequalities,

Many techniques exploit the topological structure of the system using a problem's constraint
graph. For example, in [KrysanderQ2], in order 1o reduce the computational complexity, they
proposes a twa-step approach: First, the sysiem is analysed 10 find overdetermined submodels,
and then, all of these submodels are transformed to consistency relations.

A Constraint Satisfaction Problem (CSP) is a framework for modelling and solving real-problems
as a set of constraints among variables. A CSP is defined by a set of variables X={X,,X;...,X,}
associated with a set of discrete-valued, D={D|,Ds,.., D,} (where every element of I is
represented by set of v;), and a set of constraints C={C,,Cy,....Cy,}. Each constraint C; is a pair
(W, R, where R; is a relation R; < [,x...xDy defined in a subset of variables W; < X. If we have
a CSP, the Max-CSP avm is 10 find an assignment that satisfies most constraints, and minimizes
the number of violated constraints. The diagnosis aim is 1o find what constraints are not satisiied
and therefore must be modified. The solutions searched with Max-CSP techniques is very
complex. Some investigations have tried to improve the efticiency of this preblem, [Kask00} and
[Lurrosa99].

The constraint programming(CP} is a paradigm with the capability 10 solve CSP. CP has been
preposed in order to diagnose analog circuit [Mozetic93]. They show how analog circuits can be
madelled using this pasadigm. The 100l used was CLP(R). One of the restrictions of this approach
1s the single fault assumption, this is due to the limitation of the CLP(R) to linear constraints.
Another approach for diagnosis of amalog circuits is presented using the CP and interval
arithmetic [FuentesG3]. They uses combined intormation from tests at different frequencies

Our paper has been organized as follows. In section 2 we will show two examples, the simple
problem example and the six heat exchangers example. In section 3 it appears definitions and
notation in order 1o clarify concepis for our approach. ln section 4, we present the structural
pretreatment and their usefulness. Then in section S, we give a description of the constraint
satisfaction problem and how to solve it. Finally, conclusions and future works are presented.

2. EXAMPLES
In erder to explain the methodology, we will use the tollowing systems that are very often-used
examples in the bibliography concerning model-based diagnosis,

2.1 A Well-Known Example: Simple problem

A very often used example in the bibliography concerning model-based diagnosis [Reiter84] and
[de Kleer92] is the one formed by three multipliers and two adders, as it is presented in figure 1.
The multiplicrs are represented in figure 1 as M|, My and Ms, and the adders as A, and A,. In this
system, the component or components that are failing have to be identified, taking into accoum
that the only observable values are the ones represented as a, b, ¢, d, e, fand g.
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Figure 1. Circuit formed by three multipliers and two adders

2.2 A System of Heat Exchangers

This systemn proposed in [Guernez97], consists of six heat exchangers, three flows f; come in at
different temperatures . This example defines three different subsystems, each one formed by
two exchangers: E,. E;, B, E4 Es and Eg. Each of the six exchangers and each ol the eight nodes
of the system are considered as components to verify their correct functioning. The normal
functioning of the system ¢an be described by means of polynomial constrainis, coming from
three kinds of balances:

Y £, =0: mass balanee at each node,
i

> #-1, =0: thermal balance ai each node,

zm,f,' 4, =% f;-1, =0 enthalpic balance for each heat exchanger.
kXl

Figure 2. System of heat exchangers

3. DEFINITIONS AND NOTATION
In order to clarify the diagnosis process we need to expose some detinitions and notation. Model-
based diagnosis requires a system model which represents the behavior of the system and each
model component. In our case, we will only deal with the case which has a model of system
constraints that derives from its own structure, and which has links between components
(structural model) and the behavior of each model component.
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Definition 1. A System of Components (COMPS): It’s the set of all the components of the
system.

Definition 2. Monitored Precision (x Awonitores): I8 the accuracy that we have when we
monitored inputs or outputs of components. If we know exactly the valuc of a monitored point,
then Ayonrroren=0, but this is very difficult in real systems.

Definition 3. Component Precision (£ Acomponpnr): 18 the accuracy of the behaviour of a
system component. If the component works exactly like it’s supposed in its model, then
Acomponent =0, but this is very difficult in real components.

Definition 4. The System Description (SD): It can be defined as a finite set of polynomial
equality constraints (P} which determine the system bebaviour. This is donc by means of the
relations between the system non-observable variables (Vo) and the system observable variables
(Vo) which are directly obtained from sensors that are supposed to work correctly. Then, the
following tuple for a system description is obtained SD (P, V.5 Vyun).

Some polynomial equality constraint has assigned a component precision, depending on the type
of component. For example, in the example proposed in section 2.1 we have supposed that the
components work correctly but with a component precision. In this example we studied two
different kind of component precision, for the multipliers the component precision is named Ac.
muLr, and for the adders the component precision is named Ac.app. In the example proposed in
section 2,2 we supposed that it is not neeessary anyone component precision. In tables 1 and 2
appears the sysiem description for the examples proposed in section 2.

Definition 5. Observational Model {OM): A tuple that assigns values to the observable variables.

Every observable variable has assigned a monitored precision (+ Ayonroren} which represent the
accuracy that we have when we monitored this variable. If we know exactly the value of a

monitored point, then Ayontoren=0, but this is very difficult in real systems. in the fiest example
there cxists only one kind of component precision, for monitored signal{Am.sicn) at each input or
output of every component. In the Heat Exchangers example there exists two difterent kind of
component precision, for monitored temperature (Ay temp} at each node or heat exchanger, and
for monitored flow (Ay_row) at ¢ach node or heat exchanger.

System Description
Component, Constraints Component. Constrains
M, [x-a*c |< A s Al i-x+y | € Acanp
M, [yb*d < Acpur Az le-ytz < Acan
M, lz-c*¢ | < Acmny
Vah ab,c.defig

Table 1. Simple Problem System Description,
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Systemn Description
[ Constraints . Constrains
Ni fiy +2+f3=0 N, fiy Aoz -fa=0
f*tu Hi* i Hip e =0 f21*13) -Fo*ly =0
N Fu+fis-fia=0 Ny foy+fs-T,=0
fla™a th* s -fl e =0 fa* ) +rs* s L0 20 = 0
Nis Eig-fig-fo=0 N Fag -fay -fre = O
fi7* 7 -fie*te Ao *tie=0 fra¥ta7 -fon*tzn —Fre* 0= O
Nis fipo+yy -T2 =0 N2y Doty - =0
foo*t i -fip*ip=0 Frya*to Ty iy —Foia*13 =0
E, fia-fiu=0 E; fin-fis=0
for-foy=0 hy-fs=0
fia*tia =Fiy* i+ ¥ty —:*13,= 0 Na*ts -fis*trs Ha* s =5 *tos = 0
E3 fon-frr=0 E; fin-fi7=0
fu-f=0 f3-fiy=0
Fao*tae -T2 ™7 +f3 3y — "1, = O fio "ty -Fir ¥ty + 1t — 3", = 0
Es fis-fiw=0 E, fia~fi;;=0
by-fw=0 fays-12, =0
fix* e -Tho* i Ffaa*tog -fa* o= 0 Fro®to -fy v *t ) ¥ty 51, %121, = 0
PPN 15 TRV PV TR [T ITY0 (Y05 (Y {TVNR YV CYOG RN PYPR L TING EVVE, PRON 10 JYO0 JPUR [T (PO 1YPNE ITPY FYI o ooy YPRL ST C ol

Table 2. Heat Exchangers. System Description.

Definition 6. Constraint Satisfaction Diagnosis Problem (CSDP): It can be defined by means of a
CSP problem formed by a System Description (SD) and Observational Model (OM). The result
of this CSP problem will be a set of clements that belong to the sct of the system faults which
reflect in a minimal way the information of the possible faiting components.

To obtain these components, it is necessary to detine the notion of abnormal (AB): AB{c) is a
predicate which holds when component ¢ € COMPS is abnormal, The model for the correct
behavior of a component is written as if the component is not abnormal

Definition 7. Diagnesis: The diagnosis for a CSDP will be a s¢t of components A € COMPS that
verifies S m OM m {AB(c) | c € A} N {—=AB(c) | c € COMPS-A}[de Kleer87]. There may be
an exponential number of diagnoses (25",

Definition 8. Minimal diagnosis: A diagnosis A is minimal if V A' C A, A’ is not 3 diagnosis[de
Kleer87).

4, STRUCTURAL PRETREATMENT: IDENTIFICATION OF COMPONENTS
CLUSTERS

The first step is to isolate independent subsystems. This structural pretreatment will give us a
partition of the system into independent subsystems. The independence between subsystems
guarantees us that the minimal diagnosis of the system can be obtained with the minimal
diagnosis of all independent subsystems. The subsysterns obtained are much smaller than the
whole system, and therefore the computational complexity to detect conflicts from each
subsystem is lower compared to the whole system. The partition of the system guaranices a
smaller computational cost.

Authorized licensed use limited to: Universidad de Sevilla. Downloaded on February 17,2022 at 09:55:37 UTC from IEEE Xplore. Restrictions apply.



Definiion 9. Components cluster (CC): A set of components € belong to the total system is a
components cluster, if the following predicates are true:

- For all non-observable inputs and outputs of cach component of C, these inputs and outputs are
always linked with only components of C.

- tt does not exist another set of components C* with Tess ¢lements than C which validates the first
predicate and it is include in C.

With the first predicate we look for the independence between conflicts of different components
clusters. This predicate guarantces us that we are able to detect a minimal diagnosis in a
components cluster without information about other components clusters. This is possible
because in a components cluster all the non-observable inputs and outputs are between
components of the same cluster, and therefore, there is not anyone connection with other
component which is not monitored. Each components cluster is a set of components where we
can detect conflicts,

We look for to divide our system in the biggest possible number of subsystems in order to obtain
a smaller computational cost. The second predicate puarantees us that the sets will be as small as
it is possible, because it prevents that a set of components (components cluster) is composed of
two or more independent sets of components. In this predicate we guarantee that a set C' will not
exist inside C, because it C' exists, then another independent set C" with components C\C’ could
exist.

Example: For example in the heat exchangers problem the component E; is not completely
monitored because we are not able to know the value of outputs I3 and ty. Likewise, E4 is not
completely monitored because we are not able to know the value of inputs f3; and t3,. But we can
monitored these two component if we think in these twe components as if they were a subsystem,
with the same observable inputs and outputs that they have separately.

Algorithm: The following pseudocode (see figure 3) defines the function
clustersidentification(C) which takes C, the set of component of all the system, and returns A, the
set of components clusters. The algorithm previously will store into the set £ all pairs of
components which have an in common non-observable variable. The algorithm begins creating as
many sets as n, where # is the number of components of the system. All these sets have one
component, Then, for each element of £, which is a connection between two components x € §,
and y € 8, where §; and 8; € A, the algorithm merges sets S, and S,. When the process is
finished all components have assigned one components cluster.

Auxiliary function of the algorithm;
- nonObsVar(x): This function returns the set of non-observable variables of a component
X
For the example presented in section 2.2, we obtained five components clusters, which are
A={INGLENG L NG NN ELE ) [N Nos Moo sy B} {Eq Ea} ). And,  for  the  example

presented  in section 2.1, we obtined only one components clusters, which s
A={{M|;M,M3,A,A}}
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clustersldentification(C) return A
B d
A () ,
4 Dereet all comections herween compenents
forcach x & C
forcach v € C
if x # y A nonObsVar(x) M nonObsVar(y) 5 {}
o B {{xy))
endil

endforeach
endforeach
# Generate clusters with anly one component
foreach x ¢ C
A= AU {ix]}
etdlforench
£ Dewcen all components clusters
foreach {x.v} ¢ E
IFA8,.8, | S EAAR EAAS, :,’E' Sa
AXES AYE S
A=ANS
AN \ S'_r
A=Ay [S; L} S'_)}
ecudil
endforeach

Fignre 3. Clusterldentification Algorithm

5. SOLVING THE CSDP
For everyone subsystem obtained it section 4, we build a different and independent CSDP, This
structural pretreatment guaraniees a smaller computational cost, because the subsystems obtained
are much smaller than the whole system,

In a CSP problem the goal is to satisfy all constraints. But in many problems this is impossible.
The goal in this kind of problems (Max-CSP, Maximization Constraint Satisfaction Problem) is
to satisty the most bigger number of constraints. To obtain this goal, we have to define a goal
function that a selver have to maximize while is fooking for a solution for the CSP prohlem.

In order to obtain the geal function, we have to define all the constraint that can be not satisfied
like reified constraints. A reified constraint has associated a boolean value (called reitied
variable) which stored if the constraint is satistied or not. The number of reitied variables that gre
true will be the goal function that we want to maximise. We will use the predicated AB{c) as a
reifted vartable that stored if the component ¢ work correctly.

In table 3 appears the CSDP for the example presented in scction 2.1, and in table 4 appears the
CSDP for the compenents cluster 3 ({ Nz, Nyj, Nag, E,, Ea}) of the example presented in section
2.2. Like it appears in tables 3 and 4, a component fails if someone of its constraims is not
satisfled. With the OM we can define the domains of ebservable variables, but non-observable
variables are free (like the predicate AB applied to components).

Our objective is to find minimal diagnosis. This implies that our objective is to maximize the
number of predicates AB(c) which appear as true, where ¢ are components of the components
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cluster, The CSP problem have many solutions, but we are interesting in the solutions which
implies to change the minimal number of components, For example, in the example of the section
2.1, firstly we look for solutions that allow us to obtain a correctly work of the system with only
one component change. In order to find firstly these solutions, we solve this problem like a Max-
CSP problem, Both of them, CSDP and function to maximize, constitute a Max-CSP problem.
Selving these Max-CSP problem we will obtain the values of the predicate AB(¢) for every
component ¢. The false value of these predicates define the set of components that constitutes the
diagnosis, and also, this set has the minimal cardinality. Then we look for the diagnosis changing
two components, three components...or more components. To implement his scarch of solutions
we used ILOG-Solver TM ool (Constraint Library of commercial C++ [fHog02}}

Canstraints Comp, Constraints
M, — AB(M,) = [[x-a*c | < Acmut]
M, — AB(My) = [ly-b*d | 2 Acpuir]
M; — AB{M;) = [lz-¢c*¢ | € Acmuir]
A = AB(A)) =[|f-x+y | € Acapn]
A, — AB(As) = [[8-y+z | < A apn)
Domains AB AB(M,). ABIM,), AB(M:), AB(A}), AB(A.) =l1rue, false}
Vinohs X, ¥. £ =}free}
Vot a=3, b=2, c=2, d=3, ¢=3, f=10, =12
A Apaoer = 0.1, Acanp=0.1, An.gon= 0.1
Goal Max {Nc:ce {M, Miy, My, A}, A; 1 i-AB(C) = true) ‘1
Funetion

Table 3. CSDP for the Simple Problem

Constraints Coamp, Constraints
Niz2 = AB(N2) = [ (Fa+is-fio=0) A (Fu*tia Hhs* s -fi ¥ a=0) ]
Ny, = AB(Nz)) = [ (fy —fgg ~f3=0) A (f3|'t2] -fn*lgz -fz;"!z)= 0) ]
N3, — AB(Nz2) = [ (foy +35-f2a=0) A {(Fay*tay s *tas - ¥ =0 |
E, S ABE) = [ (fn-flu=0} A (f2-f13=0)
A (ha*ys -Ha® o 0%, - £, %5,=0) )
Ez = AB(E;) = [ (T3 -fis=0) A (f3-f5=0)
A (¥ st Ho ¥t -fas* = 03 |
Domains AB AB(N;2). AB(N;)), AB{N), AB(E)), AB(E>) ={¢rue, lalse}
Voeh Fa, Tis, B, T3, 300 Tasy e Tis, b, U o, Tas ={ e}
Vons 11:=93, £2,=100, f,=100, f,;=50, f,,=50,
11,=45, 13;=60, t,=45, 1,5=30, 1,5=30
A Ay row =1, Ay temp =1
Goal Max ( Me:c e [Npy, Niyy, Naz, By, Bz} :=AB(c) = true)

Functton
Table 4. CSDP for the components cluster {N,,, N3y, Ny2, E,, E;} for the Heat Exchanger

To study two particular cases of diagnosis, there are two observational models, one for the Simple
Problem and other one for the Heat Exchanger example. These two OM are used in tables 3 and 4
in order to obtain the domains of every observable variable.
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For the two observational models, we verify the satisfaction of the constraints described in tables
3 and 4, The minimal diagnosis appears in table 5. We detect firstly simple faults and then
multiple faults using the mentioned CSDP and the function 1o maximize.

Simple Problem Heat Exchangers
o.M Mirimal Diagnosis oM Minimal Diagnosis
MU A IMy, | 16795, =100 1=100, | Ny} (B B,
a=3, b=2, ¢=2, d=3, e=3, M;1, IMa Azl f12=50, f,,=30, f Nz Naa i,
=10, g=12 te=45, t,,=60, t,,=45,
t15=30, ;=30

Table 5. Minimal Diagnosis for section 2 examples

For the example 1 the diagnosis process offers us components M, and A, as possible component
faults. If we change components M, or Ay we will be able to modily the final result of f, and
therefore, to satisty the correct value, which has to be 12 instead of 10. For the example 2 the
diagnosis process offers us components Ny, E, and E; as possible component faults. If we change
these components we will be able to modify the final result of £, and therefore, to satisfy the
correct value, which has to be 100 instead of 95,

6. CONCLUSIONS AND FUTURE WORKS

This paper shows that constraint programming can be a good solution in order to obtain de
minimal diagnosis in a system which use interval variables. The determination of components
clusters of the system reduces drastically the computational complexity to detect conflicts. The
use of components clusters allow us to reduce the set of minimal possible conflict,

As future works we want to imprave our methodology using a constraint database in order to
store polynomial constraints. A constraint database allow us to use the power of SQL in order to
query the database. We have used only one observational model Lo carry out the diagnosis, but we
think that the use of a greater number of observational models will improve our methodelogy to
obtain minimal diagnosis,
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