ResearchGate

See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/235960648
Evaluating Human Activity Recognition Systems for AAL Environments

Conference Paper - January 2013

DOI: 10.1007/978-3-642-37419-7_10

CITATIONS READS
3 92
1 author:

Juan Antonio Alvarez-Garcia
-] Universidad de Sevilla
75 PUBLICATIONS 630 CITATIONS

SEE PROFILE

Some of the authors of this publication are also working on these related projects:

Project Evaluating AAL Systems through Competitive Benchmarking View project

Project Healthy and Efficient Routes in Massive Open-Data Based Smart Cities-Citizen (TIN2013-46801-C4-1-R View project

All content following this page was uploaded by Juan Antonio Alvarez-Garcia on 02 June 2014.

The user has requested enhancement of the downloaded file.


https://www.researchgate.net/publication/235960648_Evaluating_Human_Activity_Recognition_Systems_for_AAL_Environments?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/235960648_Evaluating_Human_Activity_Recognition_Systems_for_AAL_Environments?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Evaluating-AAL-Systems-through-Competitive-Benchmarking?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Healthy-and-Efficient-Routes-in-Massive-Open-Data-Based-Smart-Cities-Citizen-TIN2013-46801-C4-1-R?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Juan-Alvarez-Garcia?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Juan-Alvarez-Garcia?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Universidad-de-Sevilla?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Juan-Alvarez-Garcia?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Juan-Alvarez-Garcia?enrichId=rgreq-a880b3223c3fd6a9a7614b5226d08df6-XXX&enrichSource=Y292ZXJQYWdlOzIzNTk2MDY0ODtBUzoxMDM0MzQ2NjE0MDA1ODNAMTQwMTY3MjE1MzYyMg%3D%3D&el=1_x_10&_esc=publicationCoverPdf

Evaluating Human Activity Recognition
Systems for AAL Environments

Juan Antonio Alvarez-Garcia *

Computer Languages and Systems Department, University of Seville, Spain
jaalvarezQus.es

Abstract. EvAAL Activity Recognition track’s main goal is to evalu-
ate one of the pillars of Ambient Assisted Living (AAL): human activity
recognition (AR). In this edition 4 teams from United States, Ireland,
Spain and Japan participated in the competition. Results show that ac-
celerometer based solutions are promising due to their small size and
their integration in complex devices such as mobile phones or elastics
wearable straps.
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1 Introduction

Activity Recognition (AR) is a research area where the objective is to recognize
human activities. The automatic and unobtrusive identification of users activities
is one of the challenging goals of context-aware computing [I] and is expected to
be a practical solution to monitor aged people: According to UNFPA[2] although
currently only Japan has an older population of more than 30 per cent, by 2050,
64 countries are expected to join Japan.

Our objective is to measure AR hardware and software performance through
a competition. Since competitions in computer science have a long-established
tradition, the design of EvAAL has been inspired by other successful compe-
titions. Some past and current competitions have been analyzed in order to
identify successful practices, specifically: HARL| [3],OPPORTUNITY] [4], HASC
[5] and BSN Contest| [6]. The main difference with the preceding ones is that
this track addresses both software and hardware so that whole state of the art
of activity recognition can be examined.

The main objective of this competition is to implement an activity recognition
system (ARS) that recognizes the following activities: lie, sit, stand, walk, bend,
fall and cycle (using a stationary bike).

The competition took place from 9 to 13 July, 2012 at the CIAmI Living
Lab [7] in Valencia (Spain). In this track there is no limitation to the number
of devices that can be used and competing solutions can be based on a variety

* This work was supported in part by the European Commission in the framework of
the FP7 project universAAL under Contract 247950.


http://liris.cnrs.fr/harl2012/
http://www.opportunity-project.eu/challengeDataset
http://hasc.jp/hc2011/index-en.html
http://bsncontest.org/current/index.html
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of sensors and technologies, including: accelerometers, gyroscopes, magnetome-
ters, pressure sensors, microphones, sensor networks, mobile phones, cameras,
etc.. Other technologies or combinations of them are also considered acceptable
provided they are compatible with the constraints of the hosting Living Lab.
Figure [I] shows the CTAmI map.
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Fig. 1. Map from CIAmI Living Lab.

2 Benchmarks

Competitors are invited to install and run their ARS during a time slot, in this
case for two hours and a half, divided in three subslots: Installation, Benchmark
and Removal phases.

During the second phase, the ARS are evaluated. An actor (an evaluation
committee member) performs a predefined physical activity trip across the smart
home. Audio signals synchronize the actor movements in each performance (twice
per team) in order to get the same ground truth for all the participants. The path
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followed by the actor and the activities are the same for each performance, and
they were not disclosed to competitors before the application of the benchmarks.
Similarly, the position of the stationary bike and the place of the fall are not
revealed either.

Once the two performances are executed, the one with better overall mark is
used to compare each team.

A critical issue (that was communicated in advance to the competitors) is the
age of the actor, that is required in order to train and prepare their algorithms
properly. The actor was also trained to repeat the activities in the benchmarks
always in the same way (following the mp3 file explained in Section. The fall is
also critical, because many different kind of falls are possible [§]. For this reason
we published in advance a video of the fall that had been executed by the actor
during the experiment. A recorded performance can be seen in this videﬂ

3 Reference Localization System

The reference ARS is used to obtain the ground truth data. In order to get
approximately the same ground truth for all the contestants, audio signals were
used to synchronize the actor movements. An mp3 file indicates the next activ-
ity that the actor must perform and a countdown (“three, two, one, now”) to
perform it. When the actor hears the word “now”, he begins the transition to
the next activity. In some cases, such as BSN Contest, researchers identify tran-
sitions to recognize the next activity. In our case with 7 activities, the number
of possible transitions (some of them not very probable) is 42. Since the number
of transitions is high and it is not trivial to evaluate them, we decided not to
evaluate the transitions but only the activities.

To retrieve competitor and ground truth data, a local server accepts sockets
with the activity code and the time when it is identified. A competitor system
only need to send this information to the server. A local NTP server is also
available to synchronize the time. To obtain ground truth data, an evaluator
uses an Android application to mark the activities (activity code) or transitions
(-1 code) through his mobile phone and to send this information to the socket
server.

To this purpose, the evaluator follows the actor to see exactly when he starts
the activities or transitions. For instance, if the actor is standing still and hears
“Cycling 3, 2, 1, now!” he begins to hold the handlebars and move his leg to go
up the bike. When the word “now” is spelled, the evaluator pushes the button
in the application to identify the end of previous activity and the beginning of
a transition. The evaluator later on pushes again the button to mark the end of
the activity.

! http://vimeo.com /52843550
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4 Evaluation Criteria

The following criteria and weights were used to evaluate the system of every
team:

Accuracy (0.25) It evaluates the recognized activity instances (500 ms) using

F-measure %m to compute it.

Recognition delay (0.2) It refers to the elapsed time between the instant in
which the user begins an activity and the time in which the system recognizes
it.

Installation complexity (0,15) It is a measure of the effort required to install
the ARS in a flat, measured by the evaluation committee as a function of
the person-minutes of work needed to complete the installation.

User Acceptance (0.25) It captures how much invasive the ARS is in the
users daily life and thereby the impact perceived by the user; this parameter
is evaluated by the Evaluation Committee using a questionnaire.

Interoperability with AAL systems (0,15) It is evaluated using a ques-
tionnaire that measure the use of open source solutions, use of standards,
availability of libraries for development and integration with standard pro-
tocols.

5 Contestants and results

After peer review, five teams were accepted but one of them withdrew due to
financial cutbacks of its institution. Hence only four competitors participated in
the challenge, CUJ (from Chiba University, Japan), CMU (from Carnegie Mellon
and Utah Universities, USA), DCU (from Dublin City University, Ireland) and
USS (from University of Seville, Spain). The technology used by every team is
described here:

5.1 DCU Team

Title of paper Visual Experience for Recognising Human Activities

List of Authors and affiliations Na Li, Martin Crane, Heather Ruskin from
Centre for Scientific Computing and Complex Systems Modelling, School of
Computing, Dublin City University.

Brief description DCU Team uses a SenseCanﬂ hanging from the actor’s neck
to evaluate off-line the activities. The DCU system worked offline and there-
fore no accuracy and delay score was assigned.

5.2 CUJ Team-Bronze

Title of paper Human Behavior Recognition by a Mobile Robot Following Hu-
man Subjects.

2 http://research.microsoft.com/en-us/um/cambridge/projects/sensecam/
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List of Authors and affiliations Myagmarbayar Nergui', Nevrez Imamoglu',
Yuki Yoshida!, Jose Gonzalez?, Masashi Sekine?, Kazuya Kawamura' and
Wenwei Yu'.

1. Medical System Engineering Department, Graduate School of Engineer-
ing, Chiba University.
2. Research Center for Frontier Medical Engineering, Chiba University.

Brief description CUJ Team uses a robot (initially a Pioneer 3—ATE| but due
to difficulties in transport from Japan, a Roombaﬁ was used instead) with
two kinectsEl The first Kinect is used to avoid obstacles when following the
actor and the other to recognize their activities. After the Evaal experience
CUJ decided to use only one Kinect.

5.3 CMU Team-Silver

Title of paper An Activity Recognition System for Ambient Assisted Living
Environments

List of Authors and affiliations Jin-Hyuk Hong, Julian Ramos, Choonsung
Shin, Anind Dey from Human-Computer Interaction Institute Carnegie Mel-
lon University.

Brief description CMU Team proposes a solution composed by three subsys-
tems: A chest wearable elastic stra;ﬂ capable of measuring several physiolog-
ical signals, an Android mobile phone and a system for indoor localization
based on Radio tomographic imagingﬂ

5.4 USS Team-Gold

Title of paper Activity recognition system using AMEVA method
List of Authors and affiliations Luis Miguel Soria', Luis Gonzalez-Abril?,
Miguel Angel Alvarez de la Concepcién'!,, Juan Antonio Ortega Ramirez!
1. Computer Languages and Systems Department, University of Seville.
2. Applied Economics I Department, University of Seville.
Brief description USS Team uses an android mobile phone placed on the right
hip. The user activities are recognized by means of the accelerometer em-
bedded in the mobile phone.

5.5 Results

Table [1] shows the results for each team and criteria for the best of both per-
formances. The winner (USS team) obtained acceptable results in performance,
but its simplicity (although it uses multiple mathematical methods it only rely
on accelerometers) and interoperability give good marks in all the evaluated
criteria. Gold and Silver teams used accelerometer-based solutions.

3 http:/ /www.mobilerobots.com /researchrobots/p3at.aspx
* http://store.irobot.com/family /index.jsp

5 http://en.wikipedia.org/wiki/Kinect

5 http://www.zephyr-technology.com/bioharness-bt

" http://span.ece.utah.edu/radio-tomographic-imaging
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Table 1. Best performance result

Team|Accuracy Delay Installation User Acceptance Interoperability|Final Score
USS| 4,33 9 10 747 7,63 7,3045
CcMu| 7,17 9 0 7,93 6,15 6,4975
CuJ| 2,59 2 0 5,6 5,09 3,5235
DCU 0 0 10 5,2 1,25 2,9875

6 Conclusions

Next edition some improvements may regard the kind of activities (some more
complex activities can be taken into account) and the possibility to simulate
an aged actor using specifics kits to avoid rapid movements. Results suggest
that there is still space for other editions of this competition in the future, and
encourage us to continue in this track for the next year.
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