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Summary. We give an 1mprovexnent cf the Mlkusmlu-Antosxk Dmgona.l Theorem. From
this result we obtain as corollaries the other matrix lemmas used by P. Antosik and
C. Swartz, showing that they have a common character.

One of the main purposes of the work done by P. Antosik and C. Swartz
along many years has been to give non-categorical proofs and generalizations
of such well-known classical results in functional analysis as the Banach-
Steinhaus Theorem, the Nikodym Boundedness Theorem, the Orlicz-Pettis
Theorem, the Vitali-Hahn-Saks Theorem or the Schur and Philips Lemmas,
to mention only a few. Their main tools have been several variations of
the sliding-hump technique given as theorems about the behaviour of the
diagonal of certain infinite matrices with elements in a locally convex space
or, more generally, in a topological group. Indeed, their monography [4]
comprising most of these results is called “Matrix Methods in Analysis”.

The use of these matrix theorems was started by J. Mikusifski [7]. His
result was generalized by Antosik who obtained the Mikusiriski- Antosik-Di-
agonal Theorem (1, Diagonal Theorem (II) on p. 306]. Antosik and Swartz
shifted to the so-called Basic Matrix Theorem [4, Thm 2 on p. 7] as the
main tool in a series of papers that culminated in [4]. Later, Antosik has
been using (see [2, Lemma in §2 on p. 25] and [3, Lemma in §2 on p. 89]) a
different version that we shall call here the Antosik Diagonal Lemma.
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Antosik and Swartz claimed that “The Basic Matrix Theorem has a ver
different character than the Mikusiriski-Antosik Diagonal Theorem in tha
the hypothesis and the conclusions have very different forms” [4, p. 9]. Wi
think, however, that this is not quite so, and our purpose in this work is tc
give an improvement, Theorem 1 below, of the Mikusifiski-Antosik Diago
nal Theorem that yields both the Basic Matrix Theorem and the Antosik
Diagonal Lemma. Theorem 1 below has been obtained independently by
P. Antosik and S. Saeki [5]. They use deep results about measuroids — an
interesting generalization of the notion of measure introducted by Saeki [9
— and their proof is quite different from the one we give here. We think that

” both of them are interesting. Let us also remark that J. Pochcial has made
~a similar attempt [8]. His result (8, Theorem 3| yields the Antosik Diagonal
‘Lemma and the proof can be modified to give the Mikusifiski-Antosik Diag-
onal Theorem. His methods — Ramsey’s Theorem — are entirely different
from ours. -

The results below are stated for normed groups (that we always assume
to be Abelian) for the sake of ‘simplicity. Nevertheless, since the topology
of any topological group is always generated by a family of quasi-norms 6],
the reader can check that these results hold true for arbitrary topological
groups..

THEOREM (The lVIikusiﬁski—Antosik.Diagona.l-Theorem). Let (X, |-]) be a
normed group, and (z;;) an infinite matriz-in X such that its rows converge
to zero, i.e. lim; z;; = 0 for each i € N. Then, there ezist an infinite set
ICNandasetJCT such that the following hold for ail i € I:

le;,-l < +oco and ,Z_a:;j, > -;-{a:,,[

JjeJ JjeJ .

Remark. I X is complete or J is finite, the meaning of | 3., z;;| in
the statement above is clear. If X is not complete and J is infinite, we

understand that .

Sl ] T

J€J . J€Jn
where J, := JN{1,2,...,n}. This definition makes sense because )
< 400. We shall maintain this convention throughout the paper:

Observe that the result above gives the existence of two sets J C I and

shows two things about series indexed in I x J. In particular; the proof of
Antosik shows that J is either finite or J _ﬁ I. Now, if J' is a subset of J, does
the same conclusion of the theorem hold for J'? The absolute convergence
of the series holds, so what about the second inequality? Our main result,
Theorem 1 below, is a generalization of the Diagonal Theorem that gives

jeJ |25
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a positive answer to this question. This key fact enables us to deduce the
other matrix results. The proof is based on a variation of Antosik’s own

proof (cf. [1]).

THEOREM 1. Let (X, |-|) be a normed group, and (z:;) an infinite matriz
in X such that its rows converge to zero, i.e. lim; z;; = 0 for each i € N.
Then, at least one of the following assertions is true:

(a) There ezists an infinite set I C N and a finite set A C I such that

PIEZ
jea

(b) There ezists an infinite set I C N sucK that for each infinite set JcI
the series 3 ;¢ y|zij| converges for alli €I and

ey lz a:,jl ]a:ul for alli € J.

jeJ

]a:"l, forallt e I.

Proof. Assume that (z;;) does not satisfy (a). We have to see that
(b) holds. Since (a) does not hold, we have an additional hypothesis on the
matrix (z;;), namely that for each finite subset A of N such that

PIER

JEA.

]a:nl foralli € A,

there exists > max(A), such that

PIES

1
ilziil foralli>r
j€a

We start by finding simultaneously an increasing sequence of indices (4,)
and a sequence (&,) of positive scalars such that

@ maX{'Z B4, AC {il,iz',...,in_l}} = (% —Sn)lminin[
jea ‘

foralln > 2

and
(3) lz‘iniu-(-ql < 2.—'15.,,,[:1:,'”,'"[ for all n,q > 1.

- Proceed by induction. From the additional assumption, it follows that there
exists some index 7y such that |z;;| > 0 for all ¢ > rg. Take i3 = o and
€1 = 1/2. Apply now the additional assumption to A = {71} to obtain
an mdex ry > i such that |z;,| < 2{:1:,,] for « > ry. Use that the row
i1 of the matrix converges to zero to select an index i > 71 such that
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|Ziyiy| < 27teq|Tiy4, . Since 73 > 11 > 47 = g, we can find a positive ¢, such
that |2i,i,| = (3 — €2)|%4yi,|. Plainly, inequality (3) holds for n = ¢ = 1.

Assume that for p > 2 we have already found 21, 1,,...,%, and &1, ¢2,.. .,
€, satisfying (2) for2<n<p—1land 3)forl1<n<p—-land n+qg<p.
Apply the additional assumption to each of the subsets of {i1,4s,...,%,}.
Then, there is an index 7, > %, (the largest of the r’s found for each of these
subsets) such that

(4) ma.x{lie;xij

Use that the rows 41,13,...,%p, of the matrix converge to zero and that
|zi;| > 0 for all 4 > 7y to find ip4q > 7rp such that

. 1 .
: A C {i, 12, ...,zp}} < é-l:v.ii|, forall ¢ > rp.

‘x'in.ip+l| < zn—p-lfnll'i,‘inl, for1<n<p
Take €p41 such that

ma.x{l E :L‘,'H_lj

JEA

.o . 1
A C {21,12,...,2p}} = (5 —€p+1>blwip+lip+li'

Since 4p41 > 75, we have that ep41 > 0 by (4). Now, it is easy to check that
(2) holds for 2 < n < p and (3) holds for 1 < n < p and n+ ¢ < p+ 1. This
finishes the induction.

To see that (b) holds, define [ := {i1,14,,...} and let J = {j1,7a,..} be
any infinite subset of I. Fix i, € I. By (3), from one term on, the terms of
the series Y 7w |2:, . | are bounded by the terms of a convergent geometric
series. This proves that the series converges. To prove (1) assume that i, € J,
say i, = jp then, by (2) and (3), we have

oo 0 '
‘ : :xzn]k! = I § :xjpjk 2 |:L'Jp.7p| - I Z : mjpjk
k=1 k<p

k=1

- ' E :xjpjk
k>p

1 o1 1 :
> (1= (5 = n) = en)lo54l = 312400 = 3l T

Remark. The crucial difference between our proof and Antosik’s one is the
fact that in equality (2) he only takes one of the sums, namely ZZ;% Tiip-

CorOLLARY 1 (The Antosik Diagonal Lemma). Let (X, ]|-|) be a normed
group, and (z;;) an infinite matriz in X such that for every increasing se-
quence (m;) in N there ezists a subsequence (n;) of (m;) such that

(5) im Zp;n; =0 forallj €N, and

(6) lim Za:nmi =0.
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Then lim_,-_.oo Ty = 0.

Proof. Proceed by contradiction and assume that there exists ¢ > 0-
and an increasing sequence of indices (m;) such that |z, m,| > €. Find the
corresponding subsequence (n;) given by the hypothesis. Then the submatrix
(Znin; ) still satisfies the hypothesis, |5,x,| > & for all i € N and, by the
selection of (n;) such that (5) and (6) hold, all the rows and the columns of
(Tn;n;) converge to zero. Therefore, we may reduce it to the case when the
original matrix already satisfies these additional assumptions. ,

Let us see that condition (a) of Theorem 1 does not hold. Indeed, if I is
- an infinite set and A is a finite subset of I, then

because the columns of the matrix converge to zero. Since |zi;] > € for all
1 € N, condition (a) cannot hold.

Theorem 1 tells us that condition (b) must hold. Thus, there exists an
infinite set I C N such that for every infinite set J C I we have

1 1
’Z xijl > -2-l$;;| > 56 forall i € J.
JjeJ -

This is a contradiction with the fact that if we write I = {m, m,, .. 3

then, by the hypothesis, there exists a subsequence J = {n1,7n2,...} such
that (6) holds. a

CoroLLARY 2 (The Basic Matrix Theorem). Let (X,|-|) be a normed
group, and (z;;) an infinite matriz in X such that }
(a) it has convergent columns, i.e. T = lim;_.o z;; ezists for each j € N,
and : ‘

(b) for every increasing sequence (m;) in N there ezists a subsequence
(ni) of (m;) such that the sequence

(f: -
zin‘)

i) .
=1 =1

15 a Cauchy sequence.
‘Then the convergence z; = lim; o0 z;j 1s uniform with respect to j € N.
In particular, lim; .o, z;; = 0.

Proof. Assume, by contradiction, that the convergence is not uniform
in j € N. Then there is & > 0 such that for-each k € N there exist i, i, € N,
with k < i < 7}, such that

sup{]a:ikj -Z,’LJ‘, 1JE€ N} > E.
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Then, we can find 71 < j2 < ...in N such that
Ixikjk -—2:‘,';3'&] >.¢, forall ke N.
Now, consider the infinite matrix (Ymn) in X defined by
Ymn = Tinj, —%i i, (m,n €N).
Note, in particular, that |ymm| > ¢ forall m € N, and that this will give us
the desired. contradiction if we prove that (ymn) satisfies the hypothesis of

Corollary 1.
The- first part is obvious since forall » € N, we have

mh_IP'OO Ymn = mh_inco(rimjw - 21:1:.715) =zjn T = 0.

On the other hand, let (m,) be any increasing sequence in N. Consider the
sequence (jm, ). By the hypothesis (b), there is a subsequence (j,,) (i.e. (n,)
is a subsequence of (m,)) such that

(S,

=1

is a Cauchy sequence. This means, in particular, that

oo o
'Ph—I-%o Zyﬂ"“’ = ph—I»Eo Z(x""rj"v T ing ) =0
=1 q=1

which finishes the proof.
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