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1. Introduction

Membrane computings a nature inspired computational paradigm initiated by Gh. Paun at the end of
1998 [1]. The aim is to abstract computing ideas from the role of membranes in compartmentaliza-
tion of living cells and the behavior of some cellular processes. The obtained models are distributed
and parallel computing devices, usually caldystems An essential ingredient of a P system is its
membrane structure, which can be a hierarchical arrangement of membranes, as in a cell [1], or a net
of membranes (placed in the nodes of a graph), as in a tissue [2] or a spiking neural network [3] and
its variants [4, 5, 6, 7, 8, 9]. For main information of P systems on both the general level and technical
level, please refer to [10]; for up-to-date information of this area, one may view the P systems website
http://ppage.psystenms.eufor details. The present work deals with a class of tissue-like P systems.

Tissue-like P systems have the membrane structures that are described by directed graphs, where
membranes (also callextlls) are placed in nodes of a graph. An arc between two nodes corresponds to
a communication channel between cells placed in these nodes. Objects can communicate between two
cells or between a cell and the environment if the communication channels exist. The communication
of tissue P systems is based on symport/antiport rules [11]. Symport rules move objects across a cell
together in one direction, whereas in the case of antiport rules, objects residing at both sides of the cell
cross it simultaneously but in opposite directions.

Many variants of tissue-like P systems have been developed (see, e.g., [12, 13, 14]). An interesting
variant of tissue P systems, callégsue P systems with cell divisiowas proposed in [15], where the
biological inspiration of such computing model is obvious: alive tissues are not static network of cells,
since cells are duplicated via mitosis in a natural way. Cell division is an efficient approach for obtaining
exponential workspace in polynomial time by trading space for time, therefore, it is natural to investigate
the computational efficiency of tissue P systems with cell division. The first attempt in this topic was done
in [15], a polynomial time uniform solution to tr8AT problem was presented. In a series of subsequent
works, tissue P systems with cell division were also considered to solve MEiepmplete problems,
such as vertex cover problem [16], subset sum problem [17], 3-coloring problem [18], independent set
problem [19].

From biological point of view, most of the reactions (permeate certain types of molecules through
communication channel, cell division, etc.) taking place in cells are controlled by proteins, which have
two main types with respect to the way they are associated to the lipid bilggeipheral proteins,
placed on one side of a membrane, internal or externaliraegral proteins (also callettansmembrane
proteing, which have parts of the molecule on both sides of the membrane. Another biological fact is
that some of proteins on cells are not static, they can move through lipid bilayers between cells if these
cells are fused. Furthermore, in cell biology, membrane proteins perform a variety of functions vital to
the survival of organisms [20] and the proteins constitute about half of the mass of the membranes in the
animal cells [21]. Thus, it is rather natural to consider the role of proteins in tissue P systems.

In this work, with the above mentioned biological facts, proteins are introduced into tissue P systems,
and we present a class of tissue P systems with protein on cells, where there is one and only one copy of
protein placed on each cell at the beginning of computation (in fact, during the process of computation,
each cell also contains one and only one protein). If a communication rule between two cells is applied,
then the multisets of objects together with the proteins are exchanged (in this case, multisets of objects
can be empty, that is, it allows that only the proteins are exchanged between two cells); if a communica-
tion rule between a cell and the environment is applied, then only multisets of objects between the cell



and the environment are exchanged (in this case, at least one of multisets of objects is non-empty). The
computational power of this kind of P systems is studied. Specifically, we present an efficient (uniform)
solution to theSAT problem by using such P systems with cell division. We also prove that any Turing
computable set of numbers can be generated by a tissue P system with protein on cells. Both of these
two results are obtained by such P systems with communication rules of length at most 4 (the length of
a communication rule is the total number of objects and proteins involved in that rule).

2. Preliminaries

In this section, we only introduce a few basic notions andtiata from formal languages theory. Read-
ers can refer to [22] for details.

An alphabetX is a non—empty set and its elements are calgtbols An ordered finite sequence
of symbols forms &tring or word. The number of symbols in a stringis thelengthof the string, and it
is denoted byu|. As usual, the empty string (with length 0) will be denotedXoyThe set of all strings
over an alphabet is denoted by>* and by>~* = ¥* \ {\} we denote the set of non-empty strings. A
languageovery is a subset oE*.

A multisetm over an alphabeX is a pair(X, f) wheref : ¥ — N is a mapping fronk to the set
of non-negative numbeX. Letm, = (3, f1), ma = (¥, f2) are multisets ovel, then we define the
union ofm; andmsy asm; + mo = (%, g), whereg(z) = fi1(x) + f2(z). Therelative complementf
mg in my, denoted bym; \ my is the multiset(X, g), whereg(z) = fi(x) — fo(z) if fi(z) > fo(x),
and g(x) = 0 otherwise.

In what follows, we introduce the notion adgister machineswvhich are used to the characterization
of NRFE (the family of sets of numbers which are Turing computable).

Definition 2.1. A register machine is a tupl®/ = (m, H, ly,l, I), where:
e m is the number of registers;
e H is a set of labels;
e ly,l, € H are distinguished labels, whetgis the initial, and;, is the halting one;
e [ is aset of labelled program instructions of the following forms:
— l; - (ADD(),1;,1)) (add 1 to register and continue with one of the instructions with labels

l;, 1, non-deterministically chosen);

— l; : (SUB(r),1;,11) (if registerr is non-zero, then subtract 1 from it, and go to the instruction
with labell;; otherwise, go to the instruction with lalig);

— lj, : HALT.

A register machinél/ generates a séY (M) of numbers in the following way: the machine starts
with all registers being empty (i.e., storing the number zero); the machine applies the instruction with
labelly and continues to apply instructions as indicated by the $atagld made possible by the contents
of registers); if it reaches the halt instruction, then the numibpresented in the specified register 1 at
that time is said to be generated hf. If the computation does not halt, then no number is generated. It



is known that register machines generate all sets of numbers which are Turing computable, hence they
characterizeVRFE [23].

We use the following convention. When comparing the power of two number computing devices,
the number zero is ignored. Thus, when we say that §dstin N RE, we do not care whether or not
0 € @ (this corresponds to the usual practice of ignoring the empty string when comparing the power of
two grammars or automata).

3. Tissue P Systems with Protein on Cells and Cell Division

The model of tissue P systems with protein on cells is baseth@mibdel of P systems with proteins

on membranes [24]. These two kinds of models have some differences. In our model, proteins on
cells cannot change, but they can move together with multisets of objects; however, in the model of P
systems with proteins on membranes, proteins on cells can be changed, but they cannot move between
membranes. Both of these models allow membrane division rules.

Definition 3.1. A tissue P system with protein on cells of deggee 1 is a tuplell = (T', P, &, M1 /p1,
oo s My /Pgs Ry iout), Where:

e I' and P are finite non-empty alphabets such that P = ();

£ is afinite alphabet such thatC T

M;, 1 < i < g, are finite multisets ovel;
e p;, 1 <i<gq,are elements iP;

R is a finite set of communication rules of the following forms:

(a) (4, (pi,uw)/(pj,v),j4), fori,j € {1,...,q}, % # j, pi,pj € P,u,v € ',
(b) (i, (pi,u)/v,0),fori e {1,...,q}, pi € P,u,v € T*, |uv| > 0.

e i €{0,1,...,q}.

Definition 3.2. A tissue P system with protein on cells and cell division of degree 1 is a tuple

II = (I,PE Mi/pi,...,My/pg; R,iout), Where all components are as in a tissue P system with
protein on cells, an@® is a finite set of rules, which contains communication rules of the fgems(b)

as mentioned in Definite 3.1, and division rules of the form:

(¢) [pilal, = [pj|b],[p]|c], forie{1,2,...,q}, pi,pjpi € P,a,b,c €T',i # iout.

A tissue P system with protein on cells (and cell division) of degreel can be viewed as a set @f
cells, labelled by, .. ., g, such that: (a)\14,. .., M, represent the finite multisets of objects (symbols
of the alphaber") initially placed in theg cells of the system; ()1, . . ., p, represent one and only one
copy of protein (symbols of the alphabB) initially placed on the; cells of the system; (dJ is the set
of objects initially located in the environment of the system, all of them available in an arbitrary number
of copies; and (d},.: represents a distinguishednewhich will encode the output of the system. We
use the ternzonei (0 < i < g) to refer to celki in the case of < i < ¢ and to refer to the environment



in the case of = 0. The length of a communication rule is the total number of objects and proteins
involved in that rule.

A configurationof a tissue P system with protein on cells (and cell division) at any instant is described
by all multisets of objects ovdr associated with all the cells present in the system, all the proteins
presented on all cells, and the multiset of objects dvarE associated with the environment at that
moment. Bearing in mind the objects frofhhave infinite copies in the environment, they are not
properly changed along the computation. Tigal configurationis (M /p1, ..., My/pg; 0).

A communication rule of typéi, (p;,u)/(p;,v),j) is applicable to a configuration at an instant if
cell < contains the proteip; and the multiset: of objects, cellj contains the proteip; and the multiset
v of objects (multisets:, v may be empty). When applying such a rule, under the control of the proteins
pi on celli and p; on cell j, both the proteirp; and the multiset: of objects are sent from regianto
regionyj, and simultaneously, the protgin and the multiset of objects are sent from regiginto region
i, a particular case i, (p;, A)/(pj, A), j), where only proteins change their places. A communication
rule of type(, (p;,u)/v,0) is applicable to a configuration at an instant if getiontains the proteip;
and the multiset: of objects, the environment contains the multisef objects (at least one of multisets
u, v IS non-empty). When applying such a rule, under the control of the prptan cell7, the multiset
u Of objects are sent from regiarto the environment, and simultaneously, the multisef objects are
sent from the environment to region

Adivisionrule[p; | a], — [p; | b],[p] | c], is applicable to a configuration at an instant if dell
contains the proteip; and the object.. When applying such a rule, under the influence of progeion
cell 7 and the object: in cell ¢, the cell is divided into two cells with the same label; in the first copy of
the cell the protein; is replaced by and the object: is replaced by, in the second copy of the cell
the proteinp; is replaced by and the object is replaced by; all the remaining objects in the original
cell are replicated and distributed in each of the new cells.

Rules of a system like the above one are used in a maximally parallel way: at each step, all cells
which can evolve must evolve in a maximally parallel way (at each step we apply a multiset of rules
which is maximal, no further rule can be added being applicable). This way of applying rules has only
one restriction: when a cell is divided, the division rule is the only one which is applied to that cell at that
step. In other words, division rule for that cell interrupts all its communication channels with the other
cells and with the environment. The new cells resulting from division could participate in the interaction
with other cells or the environment by means of communication rules at the next step — providing that
they are not divided once again. The label of a cell precisely identifies the rules which can be applied to
it.

Let us fix a tissue P system with protein on cells (and cell divisidnve byC; =1 Cy denote
that configuratiorf; yields configuratiorC, in one transition step by a maximally parallel application of
rules as described above. A configuration fs#ing configurationf no rule of the system is applicable
to it. A computationis a (finite or infinite) sequence of configurations such that: (1) the first term of the
sequence is the initial configuration of the system; (2) each non-first term of the sequence is obtained
from the previous configuration by applying rules of the system in a maximally parallel manner with the
restrictions previously mentioned; and (3) if the sequence is finite (calitthg computatiopthen the
last term of the sequence is a halting configuration.

All the computations start from an initial configuration and proceed as stated above; only a halting
computation gives a result, which is encoded by the objects present in the output,zoassociated
with the halting configuration.



By collecting the results of all possible computationslinwe obtain the set of natural number
generated byl, denoted byN (IT). The families of all sets of numbers computed by tissue P systems
with protein on cells with at most: membranes and communication rules of length at rh@se denoted
by NOP,,(commuy,).

3.1. Recognizer Tissue P Systems with Protein on Cells and CBlivision

In order to study the computing efficiency, the notions froasslcacomputational complexity theoare

adapted for membrane computing. A class of cell-like P systems, recognizer P systems, is introduced in
[25]. With the same idea as for recognizer cell-like P systems, recognizer tissue P systems are introduced
in [15].

Definition 3.3. A recognizer tissue P system with protein on cells and cell division of degreé is a

tuplell = (I, P, X, &, M1 /p1, ..., Mq/Pq; R, tin, iout), Where:

e the tuple(T', P,E, M1 /p1, ..., Mq/pq, R,iout) is atissue P system with protein on cells and cell
division of degreey > 1;

¢ the working alphabel’ has two distinguished objecygs andno, with at least one copy of them
presents in some initial multisetsty, . .., M, but none of them present &1

e Y is an (input) alphabet strictly containedlinand such thaf C T"\ ;
o M;y,..., M, are finite multisets over \ 3;

e i, €{1,...,q}isthe input cell;

e the output zoné,,; is the environment;

¢ al computations halt;

e if C is a computation ofl, then either objeces or objectno (but not both) must have been
released into the environment, and only at the last step of the computation.

For each multisetv over Y, thecomputation of the systefwith inputw starts from the configura-
tion of the form(M; /p1, ..., (M, +w)/pi,, - -, My/pg, 0), that is, the input multisetr has been
added to the contents of the input cg)]. Therefore, we have an initial configuration associated with
each input multisetv (over the input alphabet) in this kind of systems.

We denote byfPDC(k) the class of recognizer tissue P systems with protein on cells and cell division
with communication rules of length at most

3.2. Polynomial Complexity Classes of Recognizer Tissue P $&gms with Protein on
Cells and Cell Division

NP-completeness has been usually studied in the framework of decision problems. Let us recall that a
decision problem is a paix, 0x) wherelx is a language over a finite alphabet (whose elements are
calledinstanceyandfx is a total boolean function (that is, a predicate) akser



Definition 3.4. A decision problemX = (Ix,fx) is solvable in polynomial time by a familll =
{II(n) | n € N} of recognizer tissue P systems with protein on cells and cell division in a uniform way
if the following conditions hold:

e the family IT is polynomially uniform by Turing machines, that is, there exists a deterministic
Turing machine working in polynomial time which constructs the sysiEm) from n € N;

e there exists a paifcod, s) of polynomial-time computable functions ovE¢ such that:

— for each instance € Ix, s(u) is a natural number anebd(u) is an input multiset of the
systemlI(s(u));

— for eachn € N, s71(n) is afinite set;

— the familyIT is polynomially bounded with regard {0X, cod, s), that is, there exists a poly-
nomial functionp, such that for eachw € Ix every computation ofI(s(w)) with input
cod(u) is halting and it performs at mogt|u|) steps;

— the familyIT is sound with regard t0X, cod, s), that is, for each. € I, if there exists an
accepting computation dfi (s(u)) with input cod(u), thenfx (u) = 1,

— the family IT is complete with regard t0X, cod, s), that is, for each: € Ix, if Ox(u) = 1,
then every computation aI(s(u)) with input cod(u) is an accepting one.

Each recognizer tissue P system with protein on cells and cell division in Definition Godfisient
in the sense that all possible computations associated with the same input multiset must give the same
answer for a given instance.

We denote by’MC+ppc (1) the set of all decision problems which can be solved by mearecof-
nizer tissue P systeni®DC(k) according to the previous definition.

4. Solving theSAT Problem by Using TPDC(4)

In this section, we show how to efficiently solve th&T problem by tissue P systems with protein on
cells and cell division with communication rules of length at most 4.

TheSAT problem is defined as follows: given a Boolean formula in conjunctive normal form (CNF),
determine whether or not there exists an assignment to its variables such that the formula is evaluated to
be true. This is a well knowNP-complete problem [26].

The solution proposed follows a brute force algorithm in the framework of recognizer tissue P sys-
tems with protein on cells and cell division. The solution consists of the following phases:

e Generation phaseall truth assignments for the variables are produced by using cell division in
an adequate way.

e Checking phaseit is checked whether or not there is a truth assignment that makes the Boolean
formula evaluate to be true.

¢ Output phasethe system sends to the environment the right answer according to the results of the
previous phase.



Let us consider the polynomial-time computable function n) = ((m +n)(m +n+1)/2) +m
(the pair function), which is a primitive recursive and bijective function fifrio N.

We construct a familffI = {II(¢) | ¢ € N} such that each systehi(¢) will process all instances of
the SAT problem withn variables andn clauses, where = (m,n), provided that the appropriate input
multisetcod(p) is supplied to the system.

For eachm,n € N, we consider the recognizer tissue P system with protein on cells and cell division

from TPDC(4),
H(<m7 n>) = (Fv P7 27 87 Ml/p17 MQ/Qh M3/7", M4/87 R7 Z"inv iout)v
with the following components:

F=YuU{a|1<i<n}U{b,;|1<i<n1<j<m+1}
U {ci,dio,di1 |1 <i<m}U{g|1<i<mn+3n+4m}
U {an+1,dm+1,0, h, yes,no},
Y={2i;,Ti; |1 <i<n,1 <5 <m},
P={pgll1<i<n+1}U{p|2<i<n+1}U{rs},
E={c,dip,din |1 <i<m}uU{b;j|1<i<n,1<j<m+1}
U{gi|1<i<mn+3n+4m},
My = {a1,ba1,b31,...,bp1,d10}, Mo = {b11}, M3 = {yes,no}, My = {g1 },
i;n = 1isthe input cell
iout = 01s the output zone

and the seR of rules consists of the following rules:

rg=[pilai]y = [pig1 | R ][ Pig1 | R] 1 <0<y

ro: = [Pilai]y = [piv1 | R ] [Piv1 | h], 250 <m,
135 = (L (Div1,2ig) /¢, 0), 1 < i <my 1 < j <y
raig = (1, (iv1,%ig)/cj,0),1 <i <n, 1 <j <m;
755 = (25 (qis 0ij)/bij+1,0), 1 <i<n, 1 <j<m

6, =[G | bimt1 ]y = [@it1 [ @ip1 Jo[ @1 | @it ]9 1 < i <imj
(1, (pis bin)/(aiyai),2), 2 < i < m;
rsi = (1, (i, bi1)/ (g5 a:),2),2 < i < m;
i =(L(g, M)/ (pi,A),2),2 <i < m;
10 = (1,(gi, A)/(Dis M), 2),2 < i <

11, = (1, (Pnt1,¢idj0)/(qni1,A),2), 1 < j <my,



r12,; = (L, (D1, ¢d50) /(@nt1,A), 2), 1 < j <mj
7135 = (2, (Pnt1,d50)/dj1,0), 1 < j <m;

T4 = (2, (Pnt1,d50)/dj1,0), 1 < j < m;

155 = (1, (@n+1, A/ (Pnr1,d51),2), 1 < j <m;
16,5 = (1, (@n+1, )/ (Pn+1,d51),2), 1 < j <m;
r175 = (1, (Pnt1,dj1)/dj410,0), 1 < j < m;
18,5 = (1, (Pn+1,dj1)/dj410,0), 1 < j < m;

719 = (1, (Pn+1, dmt1,0)/(r, ye8), 3);

720 = (1, (Pn+1, dmt1,0)/ (1, ye8),3);

ro1 = (1, (r,yes) /A, 0);

rogi = (4, (5,9:)/9i11,0), 1 <i < mn +3n +4m — 1;
123 = (4, (8, mnt-3n+am)/ (1, A), 3);

Toq4 = (37 (37 gmn+3n+4mno)/)‘v 0)

4.1. An Overview of the Computation

A family of recognizer tissue P systems with protein on cefid eell division is constructed as above.
We describe an arbitrary instangeof the SAT problem asp = C1 A+ - - ACp, With Cj = 11 V- -V 111,
1 <j<m,whereVar(p) ={z1,...,zn} lir €{x;, 2 [ 1 <i<n}, 1< <m, 1<k <y

The sizemapping on the set of instances is defineds@s) = (m,n), and the encoding of the
instance is the multisebd(y) = {z;; : x; € C;} U{Z;; : ~x; € C}}, thatis,z; ; (resp.,z; ;) denotes
variablex; (resp.,—x;) belongs to claus€’;. Hence, the formulg will be processed by the system
II(s(¢)) with input multisetcod(p).

In what follows, we informally describe how systdi{s(y)) with input multisetcod(yp) works.

At the initial configuration, we have objects, b2 1,b31,...,bn1,d1,0,cod(p) in cell 1 and the
proteinp; on cell 1, object, ; in cell 2 and the protein; on cell 2, objectsyes, no in cell 3 and the
proteinr on cell 3, objecy; in cell 4 and the protein on cell 4.

Let us start with the generation phase. The system take3 steps to assign truth assignment of each
variablez;, and look for the clauses satisfied by the truth assignmeraatf eariabler; (1 < i <n—1),
and it takesn + 1 steps to assign truth assignment of variable and look for the clauses satisfied by
the truth assignment of each variablg. Hence, the generation phase takes+ 3)(n —1) + m+1 =
mn + 3n — 2 steps.

At the firstm + 1 steps of the-th loop (I < ¢ < n), we have three parallel processes, which are
described in several items.



— The objecta; in cell 1 corresponds to variable, 1 < i < n. Under the influences of protejy
(resp.,p;) on cells 1 and the objeat in cells 1, all cells with label 1 are divided. By using the sile
r1,; (1 <i < n)andry; (2 < i < n)atthe same step (at step 1, only rilg is used), a cell with
label 1 is divided into two copies of cell with label 1, one copy of cell 1 contains the pratejn
(corresponding to the valueue) and the objeck, the other copy of cell 1 contains the protgin |
(corresponding to the valufalse and the object. All the objects different fronz; in cell 1 are
replicated and distributed in each of the new cells. In the nesteps, under the control of protein
pit+1 (resp.,pi+1) on cells 1, ruless; ; (resp.,r4; ;) are used, the objects ; (resp.,z; ;) from
cells 1 are exchanged with the objeetsfrom the environment, which correspond to the process
of looking for the clauses satisfied by the truth assignnierd (resp.,false of variablex;. Note
that in a cell with label 1, only one copy of object; (resp.,z; ;) is exchanged with the object
c; from the environment in one step, since there is only one copyatein p; 1 (resp.,p;4+1) on
each cell 1.

— In cells with label 2, under the influence of protginthe counter objedi; ; grows its subscripf
from 1 tom + 1 by using the ruless ; ;. With the proteing; on all cells 2 and the objeét ;11 in
al cells 2, rulers ; is applied, one copy of cell 2 is divided into two copies of &lthe proteiny;
is replaced by;; 1 on each cell 2, and the objelgt,, ; is replaced by:;,; in each of cell 2.

— In parallel with the above process, the counter objeat the cell with label 4 grows its subscript
by using the rulegg ;.

At them + 2 step of thei-th loop (I < i < n — 1), the proteinp; (resp.,p;) and the objecb; ; in
all cells 1 are exchanged with the protejnand the object;; in all cells 2 (there ar@—2 copies of cell
with label 1 that contain the protejn and the objecb; 1, 2:=2 copies of cell with label 1 that contain
the proteinp; and the objecb; ; and2~! copies of cell with label 2 that contain the protginand the
objecta;; each proteirp; or p; and object; ; in cells 1 are exchanged with the protginand object;
in cells 2 by using the rules; ; andrg ; in a maximally parallel manner). In cell with label 4, by using
the rulery, ;, the counter objeaj; grows its subscript by one.

At them + 3 step of thei-th loop (I < ¢ < n — 1), each proteiny; on cells 1 is exchanged with the
proteinp; or p; on cells 2 by using the rules ; andr ; in a maximally parallel manner. Simultaneously,
by using the rule-,, ;, the counter objegj; in cell 4 increases its subscript by one.

In this way, aftermn + 3n — 2 steps, the generation phase finishes and checking phase starts. At this
moment, we have

— 27~ copies of cell 1 which contain the proteir,.; and2"~! copies of cell 1 which contain the
proteinp,1, each of them contains an obje&t, and some objects from the seti, ca, ..., ¢}
whose elements denote the corresponding clauses satisfied by the truth assignments of the vari-
ables. Each cell 1 also containscopies of object, which is the “garbage” object and remains
idle for the follow-up computation;

— 2™ copies of cell 2, each of them contains the protgjn; and the object,, 1;
— a cell 3 which contains the proteinand the objectges, no;

— a cell 4 which contains the proteirand the object;,,,,+3n—1-



The checking phase takdsn steps and consists af loops (each loop takes 4 steps). In parallel
with checking whether there is a truth assignment that makes the boolean formula evaluate to true, the
counter objecy; in cell 4 also grows its subscript by one for each step.

At the first step of thg-th loop (I < j < m) of checking phase, the protein; (resp.,p,+1) and
the objects:;, d; o in cells with label 1 are exchanged with the protein ; in cells with label 2 by using
the rulerqy ; (resp.,r12,;). If a cell with label 1 has no object;, then rulerq; ; or 12 ; cannot be used
in that cell. Note that rule;; ; (resp.,r12 ;) can be used to a cell 1 only when such cell contains all the
OijCtSCl, C2y...,Cj—1-

At the second step of theth loop (1 < j < m) of checking phase, under the influence of protein
Pnt1 (resp.,pn41) on cell 2, the objectl; from cell 2 is exchanged with the objed; from the
environment by using the rule;s ; (resp.,ri4,;).

At the third step of thg-th loop (I < j < m) of checking phase, by applying the rulg ; (resp.,
r16,5), the proteing,; in cell 1 is exchanged with the protejn, ., (resp.,p,+1) and the objectl; ;
in cell 2. Note that the cells with label 1 involved in the ruig ; (resp.,r6 ;) contain the object;,
otherwise, the protein placed on that cell with label b,is1 Of Dy +1.

At the fourth step of thg-th loop (I < j < m) of checking phase, under the control of protein
Pnt1 (resp.,pn+1) on cell 1, the objectl; ; from cell 1 is exchanged with the objeé} from the
environment by using the rule7 ; (resp.,ris ;).

By using the rules; ; — r1g ; in cells with label 1, we check whether or not all clauses atisfsed
by the corresponding truth assignment. For each clause which is satisfied, the subs€ript, is
increased by one; hence the objégt, | o appears in a cell with label 1 if and only if that cell contains
al the objectsey, co, . . ., ¢y, (all clauses are satisfied by that truth assignment).

The output phase starts at then + 3n + 4m — 1)-th step, and takes 3 steps.

— Affirmative answerif one of the truth assignments from a cell with label 1 has satisfied all clauses,
then in that cell there is an objedt, .1 o as described above. By using the rulg or ry, the
proteinp,1 or p,+1 and the object,, 1 in cell 1 are exchanged with the proteiand the object
yes in cell 3. Simultaneously, by using the rulg; ,,+3n+4m—1, the counter objed,,+3n+4m
will appear in cell with label 4. In the next step, the objget leaves the system by using the rule
r91, Signaling the fact that the formula is satisfiable. The coiaen halts at stepan + 3n + 4m.

— Negative answerif none of the truth assignments encoded by a cell with label 1 makes the formula
¢ true, then object,,, 1 o does not appear in any cell labelled by 1. Thus, atsteg-3n+4m—1,
rulesrig, roo cannot be applied, only rut®s ;.4 3n-+4m—1 IS applicable and the objegt,,,+3n+4m
will appear in cell with label 4. In the next step, the proteiand the objecly,,,+3n+4m in cell 4
are exchanged with the proteirin cell 3. Finally, at stepnn + 3n + 4m + 1, under the control of
proteins on cell 3, the object§,,,,+3n+4m @ndno are sent to the environment, signaling that the
formula is not satisfiable, and the computation halts.

4.2. Formal Verification

In this subsection, we prove that the family of recognizesugsP systems with protein on cells and cell
division constructed above solves $&T problem in polynomial time according to Definition 3.4.



4.2.1. Polynomial Uniformity of the Family

We will show that the familI = {II((m,n)) | m,n € N} defined above is polynomially uniform by
Turing machines. To this aim, it will be proved tHat(m, n)) is built in polynomial time with respect
to the size parameters andn of instances of th8AT problem.

It is easy to check that the rules of a syst&ifim,n)) of the family are defined recursively from
the valuesn andn. The necessary resources for building an element of the family are of a polynomial
order, as shown below:

e size of the sel': 4mn + 7m + 5n + 5 € O(mn);

e size of the seP: 3n +4 € O(n);

e initial number of cells4 € O(1);

e initial number of objectsn + 5 € O(n);

e initial number of proteins4 € O(1);

e number of rulesdmn + 10n + 12m — 1 € O(mn);
e maximum length of arulet € O(1).

Therefore, there exists a deterministic Turing machine that builds the system »)) in a polynomial
time with respect ten andn.

4.2.2. Soundness and Completeness of the Family

In order to prove the soundness and completeness of the fanilith respect tqSAT, cod, s), we shall
prove that for a given instance of the SAT problem, the systerfi(s(y)) with input cod(¢) sends out
an objectyes if and only if the answer to the problem for the instance is affirmative and the aibject
is sent out otherwise. In both cases the answer will be sent to the environment in the last step of the
computation.

Let {z1,...,z;} be a set of propositional variables. A truth assignmen{of,...,z;} will be
indistinctly denoted by = (as, ..., ait1), Wherea; € {p;,p;},2 < j < i+1. The2’ truth assignment
of the set{x1,...,z;} will be indistinctly denoted by{c; 1,...,0;2}. Foreachi (1 <i < n), we
denoter; = Zicj<mlcod()]a; ;» Ti = Yicjcm|cod(@)lz, ;v pi = cod(p) N{zi; | 1 < j < mj,
pi = cod(p) N{Z;; | 1 < j < m}. cod(p)¥ the set of elements;, where the number of elementskis
cod(ip)¥ the set of elements;, where the number of elementskisWe also denote

Gij= U {prlte€oijdU{pp | fu€oij}t 1<i<n1<j<2y

1<k<i -
8; ;= cod() \ ;53 &ij = 0; ;U pii &ij = 07 ; U piy iy = 1<U<k{0j} U{dio}.
S
2¢ cells with label 1 generated by the system will be denoted by, 1(;2), - - - 1i,2¢)-

Given a computatiorC we denote the configuration at theh step a<’;. Moreover,C;(1) will
denote the multiset associated with deilh such a configuration. The protein associated with tetl
configuration: is denoted byP;(1).



Lemma 4.1. LetC be an arbitrary computation of the system, then for evéity< i < n — 1), we have
the following:

(1) At configurationC,, ,3i—1)+1, We have

(a) 2¢ copies of cell with label 1 from which:
— 2'~! copies of cell with label 1 contain the protei, 1, the cell with labell(; ; (1 <

j < 2%) contains the objects 1 1,...,by1, d1,0,& 5, h, and some objects from the set
{c1,...,cm}, which correspond to the clauses satisfied by the truth assigrment
{pi1};

— 2'~1 copies of cell with label 1 contain the proteip, 1, the cell with labell(; ;) (1 <
J < 2°) contains the objects 1 1,...,by 1, di,0,& 5, h, and some objects from the set
{c1,...,cm}, which correspond to the clauses satisfied by the truth assignment
{pi+1};

(b) 2¢~! copies of cell with label 2, each of them contains the progeiand an objech; »;
(c) acell 3 that contains the proteirand the objectges, no;
(d) acell 4 that contains the proteirand the objecy(,,43)(i—1)+2-

(2) At configurationC,, ,3)i—1)+1+k (1 < k < m), we have

(a) 2¢ copies of cell with label 1 from which:

— 2i=1 copies of cell with label 1 contain the protejn,;. If k& < 7;, then the cell
with label 1; ;5 (1 < j < 2% containSCy,4-3)(i—1)+1 (Lgiz)) \ cod()¥ and some
objectsc;, where an object; corresponds to the objegt ; that has been sent out in
previousk steps. Ifr; < k < m, then the cell with label; ;) contains the objects
bit1,1,---5bn1,d10, 51’.7]., h, and some objects from the sgt;, ..., ¢, }, which corre-
spond to the clauses satisfied by the truth assignmgnt

— 2i=! copies of cell with label 1 contain the protejin;;. If k& < 7, then the cell
with label 1(; ;) (1 < j < 2%) containsC,,.3)i-1)+1 (1i7) \ cod()¥ and some
objectsc;, where an object; corresponds to the objegt ; that has been sent out in
previousk steps. If7; < k < m, then the cell with label; ;) contains the objects
bit1,1,---5bn1,d10, 5;”», h, and some objects from the sgt;, ..., ¢, }, which corre-
spond to the clauses satisfied by the truth assignmgnt

(b) 2¢~1 copies of cell with label 2, each of them contains the progeind an objech; ;1 o;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy,,, y3)(i—1)+2+k-

(3) At configurationC,, ; 3y(i—1)4+m+1, We have

(@) 2=1 copies of cell with label 1 contain the protejn,, 2°—! copies of cell with label
1 contain the proteirp;+1. The cell with labell; ;) (1 < j < 2%) contains the objects
bit1,1,---,bn,1,d10,0; ;,h, and some objects from the sgt;, ..., ¢, }, Which correspond
to the clauses satisfied by the truth assignnagnt



(b) 2¢ copies of cell with label 2, each of them contains the progein and an object; , 1;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy,,, y3)(i—1)+m+2-

(4) At configurationC,, 3(i—1)+m+2, We have

(@) 2° copies of cell with label 1, each of them contains the progein, the objects; 1, b;12,1,
cbp1,drp, 5;”», h, and some objects from the sgt;, ..., ¢, }, which correspond to the
clauses satisfied by the truth assignment,

(b) 2~ copies of cell with label 2 contain the protein, |, 2~ copies of cell with label 2
contain the proteip; 1, each of them contains an objégt ; ;;

(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy,,, y3)(i—1)+m+3-

(5) At configurationC,, 3(i—1)+m+3, We have

(@) 2=! copies of cell with label 1 contain the protein,, 2°~! copies of cell with label 1
contain the proteinp; 1. The cell with labell;; ;) (1 < j < 2%) contains the objects
@it1,bi42,1, - ,bnvl,dm,ég,j,h, and some objects from the sfty, ..., ¢, }, which cor-
respond to the clauses satisfied by the truth assignmegnt

(b) 2! copies of cell with label 2, each of them contains the progejn and an objech; 1 1;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy,,, y3)(i—1)+m-+4-

Proof:
By induction oni. Let us start analyzing the basic case 1.

At the initial configuration, we have:

Co(l) = {al, b271, 1)371, R ,bn71, d170, COd(Lp)}, ’Po(l) = {pl};

Co(2) =A{bi1}, Po(2) = {ar};

C0(3) = {yes’no}’ PO(?’) = {T}’

Co(4) = {gn}, Po4) = {s}.

At step 1, rulery ; is used, the cell with label 1 is divided into two copies of dgllone cell with
label 1 contains the proteji, (representing the true valtieie) and the object, the other cell with label
1 contains the proteip, (representing the true valdalse and the object. Simultaneously, rules ;1
is applied, object, » appears in cell 2. The counter objgetpresents in cell 4 by using the rute; ;.
Therefore,

Ci(L1,1)) = {h,b21,b31, .-, by1,d10,c0d(p)}, P1(1(1,1)) = {p2};
)

01(1(172) = {h, b21,b31,...,bn1,d1, COd(Lp)}, 731(1(172)) = {ﬁg};
C1(2) = {b12}, P1(2) = {1}

C1(3) = {yes,no}, P1(3) = {r};

C1(4) = {g2}, P1(4) = {s}.

At step 2, if input multisetod(y) contains the object; ; (resp.,z; ;), with the proteirp, (resp. p2)
oncell 1, rulers 1 ; (resp.,r4,1 ;) is used, an object; ; (resp.,z; ;) from cell 1 is exchanged with; from



the environment. Note that#f; > 1 (resp.,7; > 1), thenx; ; andz; , (resp.,z; ; andz; ;) are chosen
to use non-deterministically, and only one of them can be used in one step. Simultaneouslyy;gbject
presents in cell 2 by applying the rutg; » and the objecys appears in cell 4 by using the rute, ».
02(1(171)) = {h, 6271, 6371, ... bn 1,d1 05 COd ) \ COd( )1, Cj}, 732(1(171)) = {pg};
CQ(l(Lz)) = {h, b271, b371, - abn,l, dl,O) Cod( ) \ COd( )1, Cj}, 732(1(172)) = {;52};
Ca(2) = {b13}, P2(2) = {a };
C2(3) = {yes,no}, P2(3) = {r};
Ca(4) = {g3}, P2(4) = {s}.

Clearly, at stepgi + 1 (2 < j < m), we have the following.

If 7 <7, theanH(l(Ll)) = {h,b2.1,b3.1,...,bn1,d10,cod(p) \ cod(p)] } it also contains some
objects from se{cy, ..., ¢y}, which correspond to the objects j, that have been sent out in previous
j steps,PjH(l(Ll)) = {pg}; if < j < m, Cj+1(1(171)) = {h, 6271,b371,... ,bn71,d170, 5/171}, it
also contains some objects from get, ..., ¢, }, which correspond to the clauses satisfied by the truth
assignmentry 1, Pjy1(1(1,1)) = {p2}-

If 5 <71, theanH(l(Lz)) = {h,b21,b31,...,bn1,d1,0,cod(p) \cod(@){}, it also contains some
objects from se{cy, ..., ¢y, }, Which correspond to the objects j, that have been sent out in previous
j StepS,PjH(l(Lz)) = {pz}; if 71 < ] < m, Cj+1(1(172)) = {h, b271,b371,... abn,ladl,O’ 5/172}, it
also contains some objects from $et, . .., ¢, }, which correspond to the clauses satisfied by the truth

assignmenty 2, Pj1(1(1,2)) = {p2}-

Cj+1(2) = by jt2, 7’2( ) ={a}

C2(3) = {yes,no}, P2(3) = {r};

Ca2(4) = {gj+2}, P2(4) = {s}.

At configurationC,,,, rulesre 1,722 m+1 andrs 1 ; (if all the objectsry 1, ..., x1,, appear in the cell
L(1,1)) or ra,1 5 (if all the objectszy 1, ..., 71, appear in the cell(, 5)) are applied, the objeet; will
enter the corresponding cell and the cell with label 2 is divided into two copies of cell with label 2, each
of them contains the proteipp and the object,. In cell 4, the objecy,, 1 is exchanged with the object
Jgm+2 from the environment. That is,

Crr1(1(1,1)) = {h,b2,1,031,- .., bn1,d10, (5171}, it also contains some objects from $et, . .., ¢, },
which correspond to the clauses satisfied by the truth assignmegnP,,1(1(1,1)) = {p2};
Cmﬂ(l ) ={h,b21,b31,...,bn1,d1,, 5372}, it also contains some objects from $et, ..., ¢, },

which correspond to the clauses satisfied by the truth assignmenP;,,.1(1(1,2)) = {p2};

Crm+1(2) = {a2}, Pm+1(2) = {¢2} (there are two copies of cell 2 with the same protein and object
in each cell);

Cns1(3) = {yes,no}, Prs1(3) = {r};

Con1(4) = {gmr2}, Pn1(4) = {s}.

At configurationC,, 1, the proteinps (resp.,p2) and objectby ; in cell 1(; ;) (resp.,1(;2)) are
exchanged with the protein, and the object:; in cell 2 by using ruler; o (resp.,rg2). The counter
object g; increases its subscript by one in cell 4. That is,

Ct2(11,1)) = {h,a2,b31,...,bn1,d10, 5371}, it also contains some objects from $et, ... ¢},
which correspond to the clauses satisfied by the truth assignment,,,,2(1(1,1)) = {g2};
Cm+2(1(1,2)) = {h,a2,b31,. ., bn1,d1 0, (5172}, it also contains some objects from $et, ..., ¢y},

which correspond to the clauses satisfied by the truth assignmenP,,,2(1(12)) = {42},



Cm+2(2) = {b2,1} (there are two copies of cell 2, one contains the propejrand the other contains
the proteinps);

Cmt2(3) = {yes,no}, Pry2(3) = {r};

Cont2(4) = {gmr3}, Prmra(4) = {s}.

At configurationC,, 2, the proteing; on cell 1 is exchanged with the protein (resp.,p2) by using
the rulerg s (resp.,r102). The objectg,, 3 from cell 4 is exchanged with the objegt, 4 from the
environment. That is,

Cm+3(1,1y) = {h,a2,b31, -, bp1,d10, 5’171}, it also contains some objects from $et, ..., ¢, },
which correspond to the clauses satisfied by the truth assignment
Cm+3(11,2)) = {h,a2,031,...,bn1,d10,07 5}, it also contains some objects from gef, . . ., ¢, },

which correspond to the clauses satisfied by the truth assignment

Pm+3(La,1)) = {p2}, Pm+s(l1,2)) = {p2}; or

Pm+3(1a,1)) = {P2} Pmts(la2)) = {p2};

Cm+3(2) = {b21}, Pm+3(2) = {¢2} (there are two copies of cell 2 with the same protein and object
in each cell);

Cm+3(3) = {yes,no}, Pry3(3) = {r};

Cm+3(4) = {gm+4}, Pmt3(4) = {s}.

Thus, the results of the Lemma hold fioe 1.

By induction hypothesis, suppose (1), (2), (3), (4) and (5) hold for< i < n — 1). Let us see that
(1), (2), (3), (4) and (5) also hold far+ 1.

We assume that aftérn + 3)i steps, we have

(@) 2=! copies of cell with label 1 contain the protein, 1, 2°~! copies of cell with label 1 contain
the proteinp; ;. The cell with labell; ; contains the objects; 1, b;121, - .- ,bml,dl,o,égJ, h,
and some objects from the sft, . .., ¢, }, which correspond to the clauses satisfied by the truth
assignment;

(b) 2¢ copies of cell with label 2, each of them contains the progein and an objecb; ;1 1;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy,,, y3)i1-

At configurationC,,,  3);:

(a) by applying the rule ;11 (resp.,m2,+1), a cell with label 1 contained the protein, (resp.,
Pi+1) and the object;, ; is divided into two copies of cell with label 1. Thus, we ha¥é' copies
of cell with label 1 from which:

— 2! copies of cell with label 1 contain the protein, o, the cell with labell ;1 ;) contains

the objectd;i2,1, ..., bn,1,d1,0,9; ;, h (Obviously,&; 11 ; = ¢ ;), and some objects from the
set{c1,...,cm}, Which correspond to the clauses satisfied by the truth assignmeni \
{pita};

— 27 copies of cell with label 1 contain the proteiR, 2, the cell with labell;, ;) contains
the objectd;21,...,bn.1,d10, 51’.7]., h (obviously,&;41,; = 51’.7].), and some objects from the
set{ci,...,cn}, Which correspond to the clauses satisfied by the truth assignment \

{Dita}



(b) objectb; 1,1 from each cell 2 is exchanged with, 1 » from the environment by using the rule
75.i+1,1- Thus, there are copies of cell with label 2, each of them contains the protgin and
an objectb; ;1 2;

(c) acell 3 that contains the protetrand the objectges, no;

(d) a cell 4 that contains the proteinand the object(,,, ;3)i12 (the objectg(,, 31 from cell 4 is
exchanged with the objegi,,;.3);+2 from the environment by using the rute, (., 3)i12)-

Hence, the result holds for configuratip,, ;31 -
At configurationC,, )i+, (1 < k < m), we have:

(a) 2¢*! copies of cell with label 1 from which:

— 2! copies of cell with label 1 contain the protein, ,. In each step, an objeat; 1 ; (if
possible) from cell 1 is exchanged with the objegfrom the environment by applying the
rule r3;41,5. If & < 711, then the cell with label ;. ;) containsC,,43)i+1(1(+1,5)) \
cod(@)i&rl and some objects;, where an object; corresponds to the object, ; that has
been sent out in previoussteps. Ifr; 11 < k < m, then the cell with label; ., ;) contains
the object; 21,...,bn.1,d10, 5§+1,j’ h, and some objects from the det,, . . . , ¢;,, }, which
correspond to the clauses satisfied by the truth assignment;

— 2! copies of cell with label 1 contain the protej,,. In each step, an objeat;  ; (if
possible) from cell 1 is exchanged with the objegfrom the environment by applying the
rule ryi41,5. If & < 711, then the cell with label ;1 ;) containsC,,43)i+1(1(+1,5)) \
COd(@)fH and some objects;, where an object; corresponds to the objegt, ; that has
been sent out in previoussteps. If7; 11 < k < m, then the cell with label;,, ;) contains
the objectd; 21, ...,bn.1,d10, 5§+1,j’ h, and some objects from the det,, . . . , ¢;,, }, which
correspond to the clauses satisfied by the truth assignment;

(b) 2¢ copies of cell with label 2, each of them contains the progejn and an objech; 1 xo;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the objecy(,, 3)i42+1 (0Y applying the rule-y (. 3)ix)-

Hence, the result holds for configuratifp,, | 3)i4x+1 (1 < k < m).
At configurationC,,, - 3)i{m "

(a) 2¢ copies of cell with label 1 contain the protein, », 2° copies of cell with label 1 contain the
proteinp;o. If the cell with label 1 contains all the objects, 1 1,...,Zi+1,m (r€SP.,.Tit1,1,-- -,
Zit1,m), then one rules ;11 ; (resp.,rq41,5) is applied, the object; ;1 ; (resp.,z;+1 ;) from the
cell 1 is exchanged with the objeej from the environment. Thus, the cell with labgl,, ;)
contains the objects; 1, ... ,bnvl,dm,égﬂ,j, h, and some objects from the sgt;, ..., ¢},
which correspond to the clauses satisfied by the truth assignment;

(b) rulers ;11 is used, one copy of cell with label 2 is divided into two copésell with label 2, each
cell contains the same protein and object. Thus, we obtdihcopies of cell with label 2, each of
them contains the proteif), » and an object:;, o;



(c) acell 3 that contains the proteirand the objectges, no;

(d) rule rog (;m3)i+m+1 1S Used, and the objegt,,,  3)i1m42 enters the cell 4. Thus, a cell 4 that
contains the protein and the objecy,,4-3)i+m+2-

Hence, the result holds for configuraticp,, { 3yi4m+1-
At configurationC,,, 3)itm-1:

(a) the proteirp;;2 (resp.,pi+2) and the objecb;, 2 ; in all cells with label 1 are exchanged with the
protein ¢;,» and the object:; .- (there are2+! copies of cell with label 1 an@*! copies of cell
with label 2, a proteiny;;» and an object;;» enter a cell 1 by using the rules ;o andrg ;o
in a maximally parallel manner). Thus, there af&' copies of cell with label 1, each of them
contains the protein; o, the objectsi; 2, b;43.1,...,bn1,d10, (51’-“7]-, h, and some objects from
the set{cy, ..., ¢}, which correspond to the clauses satisfied by the truth assignmeny;

(b) 2¢ copies of cell with label 2 contain the protein, 2, 2 copies of cell with label 2 contain the
proteinp; o, each of them contains an objégt 5 1;

(c) acell 3 that contains the protetrand the objectges, no;
(d) by using the rule; (,,, 1 3)i+m+2, @ Cell 4 that contains the proteirend the objec(,, 4 3)i1m+3-

Hence, the result holds for configurati6p,, | 3i4m+2-
At configurationC,,, 1 3y 4-m+-2-

(a) the proteingy;;o in all cells with label 1 are exchanged with the proteins, and p; 2 (there
are 2'+1 copies of cell with label 1 and’*! copies of cell with label 2, a proteig_- in cell
1 is exchanged with a proteip; 2 or p;;o in cell 2 by using the rulesy ;12 andrig ;2 in a
maximally parallel manner). Thus, we obtalh copies of cell with label 1 contain the protein
pit2, 2° copies of cell with label 1 contain the protgin, .. The cell with labell(;, ;) contains
the objectsi; 2, biy3.1,. .., bn.1,d10, 5g+17j, h, and some objects from the det, . . . , ¢,,, }, which
correspond to the clauses satisfied by the truth assignment;

(b) 2¢+1 copies of cell with label 2, each of them contains the progein and an objech; ;2 1;
(c) acell 3 that contains the proteirand the objectges, no;
(d) acell 4 that contains the proteirand the objecl,,, 4 3)im-4-

Hence, the result holds for configuratifp,, | 3i4m+3- O

Lemma 4.2. LetC be an arbitrary computation of the system, at configuratigp 3)(,—1)+1, we have
the following:

(a) 2™ copies of cell with label 1 from which:

— 2n~1 copies of cell with label 1 contain the protejn ., the cell with labell, ;) (1 <
J < 2™) contains the objecig, o, &, ;, h, and some objects from the sgt, .. ., ¢, }, which
correspond to the clauses satisfied by the truth assignment {p,+1};



— 271 copies of cell with label 1 contain the protejn 11, the cell with labell, ;) (1 <
J < 2™) contains the objecig; o, &, ;, h, and some objects from the sgt;, . . ., ¢, }, which
correspond to the clauses satisfied by the truth assignment {p,+1};

(b) 2! copies of cell with label 2, each of them contains the proigiand an objech,, »;
(c) acell 3 that contains the protetrand the objectges, no;

(d) acell 4 that contains the proteirand the object,,, 4 3)(n—1)+-2-

Proof:
From Lemma 4.1 foi = n — 1, we know that at configuratio},,, 1 3)(»—1), we have:

(a) 22 copies of cell with label 1 contain the proteip, 2”2 copies of cell with label 1 contain the
protein p,,. The cell with labell(,_; ;) (1 < j < 2"~') contains the objects,,, d10,9),  ;,h,
and some objects from the sfty, . .., ¢, }, Which correspond to the clauses satisfied by the truth
assignmentr,, 1 ;;

(b) 2! copies of cell with label 2, each of them contains the proigiand an objech,, 1;
(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the proteirand the object,,, +3)(n—1)+1-

By applying the rules- ,, andr, ,,, each cell with label 1 contained the proteipn (resp.,p,) and
the objecta,, is divided into two copies of cell with label 1, one of them ains the proteimp,,, 1 and
the objectt,,, the other contains the protein. . and the objecy,,. Thus, we hav@™ copies of cell with
label 1 from which:

— 27~! copies of cell with label 1 contain the protein 1, the cell with label(, ;) (1 < j <27)
contains the objects, o, &, ;, h, and some objects from the sgt;, . . . , ¢,, }, which correspond to
the clauses satisfied by the truth assignmeent \ {p,+1};

— 27~! copies of cell with label 1 contain the protein.1, the cell with labell, ;) (1 < j < 2")
contains the objects, o, &, ;, h, and some objects from the sgt;, . . . , ¢,, }, which correspond to
the clauses satisfied by the truth assignneent \ {p,+1};

There are2"~! copies of cell with label 2. In each cell with label 2, the objgg; from cell 2 is
exchanged with the objedt, » from the environment by using the rutg, ;.

In cell 3, there is no rule used, and it contains the prateind the objectges, no.

By applying the rules; (,;,4.3)(n—1)+1, OBJ€CtG(114-3)(n—1)41 from cell 4 is exchanged with the object
object g(,+3)(n—1)+2 from the environment. Thus, the cell with label 4 containsghetein s and the

objectg i 3)(n—1)+2- O

Lemma 4.3. Let C be an arbitrary computation of the system, at configuradion, 3)(,—1)+14x (1 <
k < m), we have the following:

(a) 2™ copies of cell with label 1 from which:



— 27~! copies of cell with label 1 contain the protein. ;. If & < 7,, then the cell with
label1, ;) (1 < j < 2") containsC ;. 3)(n—1)+1 (L(n,j)) \ cod(p)k and some objects;,
where an objeat; corresponds to the objee, ; that has been sent out in previdusteps. If
™ < k < m, then the cell with Iabel(w-) contains the objects o, 6;17j, h, and some objects
from the sef{cy, ..., ¢, }, which correspond to the clauses satisfied by the truth assignment
Onj

— 271 copies of cell with label 1 contain the protej 1. If k¥ < 7,, then the cell with
label 1, ;) (1 < j < 27) containsCiy,13)(n—1)+1 (L(n,5)) \ cod(¢)k and some objects;,
where an object; corresponds to the objegf ; that has been sent out in previdusteps. If
7; < k < m, then the cell with label ,, ;) contains the objectg, , (5;ij, h, and some objects
from the set{cy, ..., ¢, }, which correspond to the clauses satisfied by the truth assignment

Onj
(b) 2"~ copies of cell with label 2, each of them contains the proggiand an objecb,, j. 2;

(c) acell 3 that contains the proteirand the objectges, no;

(d) acell 4 that contains the proteirand the objecy,,, 3)(n—1)+2-+k-

Proof:

From Lemma 4.2, at configuratiaty,,, | 3)(,—1)+1, there are™ copies of cell with label 1 from which:
27~ copies of cell with label 1 contain the protein, 1, 2" ! copies of cell with label 1 contain the
protein p, 1. If the input multiset contains some of the objects from the{seg 1,. ..,z }, then one
objectz,, ; (resp.,z, ;) from a cell 1 is exchanged with the objegtfrom the environment in one step
by applying the ruless ,, ; (resp.,r4 , j), thatis, ifk < 7, (resp.,k < 7,,), then the cell with label ,,

(1 < j < 2™) containsCy,13)(n—1)+1 (Ling)) \ cod(0)l (r€SP..Clnt3)n-1)+1 (Linj)) \ cod()k) and
some objects:;, where an object; corresponds to the objegt, ; that has been sent out in previous
k steps. Ifr, < k < m (resp.,7, < k < m), then the cell with label, ;) contains the objects
di0, (5;ij, h, and some objects from the Set;, . . ., ¢;,, }, which correspond to the clauses satisfied by the
truth assignment,, ;.

In all cells with label 2, the subscrigtof objectb,, ; increases one in one step by using the rylg ;,
thus, at configuratio,, ; 3)(,—1)+1++ there are"~! copies of cell with label 2, each of them contains
the proteing,, and an objecb,, ;2.

The cell with label 3 is not evolved, and it contains the proteand the objectges, no.

In cell with label 4, the subscrigtof objectg; increases one in one step by using the rdlg;, thus,
at configurationC,,,4.3)(n—1)+ 14 the cell 4 contains the proteinand the objecy,, 3)(n—1)42+k- O

Lemma 4.4. Let C be an arbitrary computation of the system, at configurafign, s)(,—1)+1-+m,» We
have the following:

(@) 2! copies of cell with label 1 contain the proteip, 1, 2"~ copies of cell with label 1 contain
the proteinp,,+1. The cell with labell, ; (1 < j < 2") contains the objectdl,o,égvj, h, and
some objects from the séty, ..., ¢}, which correspond to the clauses satisfied by the truth
assignmentr,, ;;

(b) 2™ copies of cell with label 2, each of them contains the proiginy, and an object,, 1 1;



(c) acell 3 that contains the proteirand the objectges, no;

(d) acell 4 that contains the proteirand the objecy,,+3)(n—1)+m-+2-

Proof:
At configurationC,, 3)(n—1)+m» W€ have2"~! copies of cell with label 1 contain the protejn
(resp.,pn+1), If the input multiset contains all the objegt, 1, ...,z m (r€Sp.,Zy1,...,Tnm), then
rule rs , ; (resp.,r4,, ;) is used; otherwise, there is no rule used in this step. Thescell with label
Linj) (1 < j < 27) contains the objectg, o, 57’m, h, and some objects from the sty . . ., ¢, }, Which
correspond to the clauses satisfied by the truth assigrament

In step(m + 3)(n — 1) + 1 4+ m, each cell with label 2 is divided into two copies of cell with label 2
by using the rules ,,, thus, we hav@™ copies of cell with label 2, and each of them contains the prote
dn+1 @nd an objecti,, ;1.

There is no rule used in this step in cell 3, thus, it contains the pretaird the objectges, no.

By using the rulersy 1,43y (n—1)+-m+1, the 0bjecty(, 3y(n—1)+m+2 Will appear in cell 4. O

Lemma 4.5. Let C be an arbitrary computation of the system, for evefl < k < m), we have the
following:

(1) AtconfigurationC,,,, 3, —2+4(k—1)+1, We have:

(a) 2™ copies of cell with label 1. Ifacell,, ; (1 < j < 2") has the objects, anddy, o, then such
cell contains the protein,, 1 and the objects,,,,, 3,2+ 4k—1)+1(1n,5) = Crnt3n—2(1n;)\

Nk
(b) 2™ copies of cell with label 2. If a cell with label 2 contains theigin p,,.1 or p,+1, then
such cell contains the objects, 1, cx, d;. o and possible objects from the def, ..., cx_1};

(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the protesrand the objecy, ;13,24 4(k—1)+2-

(2) AtconfigurationC,,,, ;3,24 4(k—1)42, We have:

(a) 2™ copies of cell with label 1.
Connt3n—244(k—1)+2(1n7) = Countsn—21ak—1)+1(1n,j),
Prantsn—2+4(k—1)+2(1n,5) = Prntsn—21atk—1)+1(1n,j);

(b) 2™ copies of cell with label 2. If a cell with label 2 contains theiginp,, 1 or p,11, then
such cell contains the objects, 11, cx, di,1 and possible objects from the def, . .., cx—1};

(c) acell 3 that contains the protetrand the objectges, no;
(d) acell 4 that contains the protesrand the objecy, 13, —244(k—1)+3-

(3) At configurationC,,,, ;3,24 4(k—1)+3, W€ have:

(a) 2" copies of cell with label 1. The cells with label 1 which have tbjectsc, dj. o contain
the proteinp,, .1 or p,11, the objectsi;, ;, and possible objects from the def, ..., ¢, };

(b) 2™ copies of cell with label 2. Each of them contains the protgip,, the objecta,,,; and
the possible objects from the sty ..., ¢, };



(c) acell 3 that contains the proteirand the objectges, no;
(d) acell 4 that contains the proteirand the objecy, ;13,24 4(k—1)+4-

(4) At configurationC,,,, 1 3,—244(k—1)+4, We have:

(a) 2™ copies of cell with label 1. The cells with label 1 which have tbjectsc, dj;, o contain
the proteinp,,.1 or p,+1, the objectsly; o, and possible objects from the def, . .., ¢, };

(b) 2™ copies of cell with label 2. Each of them contains the protgin,, the objecta,,,; and
the possible objects from the set;, ..., cx};

(c) acell 3 that contains the proteirand the objectges, no;
(d) acell 4 that contains the proteirand the objecy, 13, —214(k—1)+5-

Proof:
By induction onk. Let us start analyzing the basic cdse- 1.

At configurationC,,,,+3,—2, rulesryy,; andr;o ; are enabled in cells with label 1 which contain the
objectscy,dy . By using the ruleryq; (resp.,r12,1), the proteinp, 41 (resp.,p,+1) and the objects
c1,d10 in cell 1 are exchanged with the protejp,; in cell 2. Thus, the cells with label 1 which contain
the objectscy, dy o have the protein,,; and the object€,,,, +3,—2(1, ;) \ 71. The cells with label 2
which contain the proteip,,; or p,+; have the objects,, 1, c1,d1 . In cell 3, no rule is used at this
configuration, thus, it contains the proteirand the objectges, no. Rulerss ,,n43,—1 IS Used, and the
object g,,n+3, appears in cell 4.

At configurationC,,,,+3,—1, there is no rule can be used in all cells with label 1 and in wéh
label 3, thus, the proteins and the objects in all cell 1 and in cell 3 are not changed. With the protein
Pn+1 OF Ppy1 ON cell 2, the object]; o from cell 2 is exchanged with the obje€t ; by using the rule
r13,1 OF r14,1, thus, if the cells with label 2 contain the protegip,; or p,+1, then they have the objects
an+1,c1,d1,1. The count objecy; in cell 4 increases its subscript by one, thus, it containgtbeeins
and the objecy, ., +3n+1-

At configurationC,,,,, + 3, the proteing, ;1 on cell 1 is exchanged with the protein . (resp.,pn+1)
on cell 2 by applying the rules; (resp.,r16,1). Thus, the cells with label 1 which have the objects
c1, d1,o contain the proteip,,; or p,+1, the objectsl; 1, and possible objects from the det, ..., ¢, };
the cells with label 2 contain the protejp, 1, the object,, 1 and the possible objeet. In cell 4, object
Imn-+3n+2 Will be generated by using the rule; ,,n43n+1-

At configurationC,,,+3n+1, under the control of the protej, | (resp.,p,+1), the objecid; ; from
cell 1 is exchanged with the objedt o from the environment by applying the rule; ; (resp.,ris1).
Thus, the cells with label 1 which have the objegtsd; ( contain the proteip,, .1 or p,11, the objects
ds2,0, and possible objects from the det, . .., ¢, }; there is no rule can be used in cell 3 and all cells 2,
so the proteins and the objects in these cells are not changed;fylg. 3,2 is used in cell 4, thus, the
object g,n+3n+3 Presents in this cell.

Hence, the results of Lemma hold for= 1.

By induction hypothesis, suppose (1), (2), (3) and (4) holdkf¢t < k& < m). Let us see that (1),
(2), (3) and (4) also hold faok + 1.

At configurationCy,,, 3n+4k—2. if @ cell 1,, ; has the objects;,; and dj1 0, then ruler;; ;14
(resp.,ri2,1x+1) is used, the proteip,, 1 (resp.,p,+1) and the objects;. 1, dy1,0 are exchanged with



the proteing, 1. Thus, the cells with label 1 which contain the objects, di1, have the protein
gn+1 and the object8,,, y3n—2(1n ;) \ Mhr1-

Hence, the result holds for configurati®p,, + 3,1+ 4x—1-

At configurationC,,,,,+3n+41—1, if the protein on cells with label 2 ig,,1 (resp.,pn+1), then rule
r13,k+1 (resp.,r14,1+1) is applied, the objeaf;, ;1 o from cell 2 is exchanged with the objett, ; ; from
the environment. Thus, the cells with label 2 which have the progigin or p,,+1 contain the objects
An+1,Ck+1, di+1,1, and possible objects from the sgt;, ..., c;}; the proteins and objects in cells 1
and in cell 3 are not changed at this configuration; in cell 4, rwe,,,, 13,44 iS used, and the object
Imn+3n+4k-+1 Will appear in this cell.

Hence, the result holds for configuratiGp,, + 3, 4 -

At configurationC,,,,, +3n-+4k, the proteing,1 in cell 1 is exchanged with the protejn,; (resp.,
Pn+1) in cell 2 by applying the rules ;1 (resp.,r6+1)- Thus, the cells with label 1 which have
the objectsy 41, di+1,0 contain the proteip,, 1 or p,.1, the objectsi,; ;, and possible objects from
the set{cy, ..., ¢y }; the cells with label 2 contain the protein ., the objecta,; and the possible
objects from the sefcy, ..., cky1}; the objectg,,,+3n+4x+1 from cell 4 is exchanged with the object
Gmn+3n-+4ak+2 from the environment by using the rute; ;. 3n44k+1-

Hence, the result holds for configurati®p,, + 3,4+ 1-

At configurationC,,,,,43n+4k+1, if @ cell with label 1 has the objedl,; 1, then rulery7 ;1 (resp.,
r18,k-+1) IS applied, the objeat; 2 o will present in such cell. Thus, the cells with label 1 whiclvéa
the objectscy, 1, di1,0 contain the proteim,, 1 or p,,1, the objectd;» o, and possible objects from
the set{cy, ..., ¢y }; the cells with label 2 contain the protein ., the objecta,; and the possible
objects from the sefcy,...,cx+1}; the objectg,,1snrax+s Will appear in cell 4 by using the rule

22 mn+3n+4k+2-
Hence, the result holds for configuratiop,, + s, 4k-+2- O

Lemma 4.6. Let C be an arbitrary computation of the system, at configurafigR s, +4m—1, We have
the following:

(a) there ar@™ copies of cell with label 1. Besides,

— if the formulay is satisfiable, then there is one and only one cell with label 1, which contains
the proteinr and the objecyes;

— if the formulayp is not satisfiable, then the contents of the cells with label 1 coincide with the
contents in the previous configuratiGp,,, + 3n+4m—2;

(b) there are™ copies of cell with label 2, each of them contains the proigin;, the objecta,, |
and possible objects from the det, ..., ¢ };

(c) there is a cell with label 3. Besides,

— if the formulay is satisfiable, then the cell 3 contains the projgijn, or p,, 11 and the object
dm+170,no;

— if the formulayp is not satisfiable, then the contents of the cells with label 3 coincide with the
contents in the previous configuratiGp,, + 3n+4m—2;

(d) there is a cell with label 4 that contains the proteend the object, ...+ 3n-+4m-



Proof:
At configurationC,,,,,+3n+4m—1, there are2™ copies of cell with label 1. If the formula is satisfiable,
then there is at least one copy of cell with label 1 which contains the otbject . Because there is
only one copy of cell with label 3 which contains the objget, so one and only one of the proteip
(resp.,pn+1) and the objectl,,, 11 o in cell 1 are exchanged with the proteirand the objectyes in cell
3 by using the rule9 (resp.,ro). If the formulayp is not satisfiable, there is no rule can be used in cells
1, thus, the contents of the cells with label 1 coincide with the contents in the previous configuration
Cmn+3n+4m—2 .

There are2™ copies of cell with label 2, and no rule can be used in thess,dblé contents of the
cells with label 2 coincide with the contents in the previous configuraljgmn, s, +4m—2, that is, each of
them contains the proteip, 1, the objecta,,; and possible objects from the det, ..., ¢, }.

There is a cell with label 3. If the formula is satisfiable, rule-1g (resp.,ro0) can be used, and the
cell 3 contains the proteip,; or p,1 and the objectd,,, . o,no; if the formulay is not satisfiable, no
rule can be applied in cell 3, thus the contents of the cell with label 3 coincide with the contents in the
previous configuratiol,,,;, 1 3+ 4m—2-

By applying the rule,,,,, 1+ 3n+4m—1, ObjE€Ctgmn 1+ 3n14m WIll present in cell 4. O

Lemma 4.7. LetC be an arbitrary computation of the system, at configuratign, 3,14, we have the
following:

(a) if the formulayp is satisfiable, then the objegés appears i€+ 3n+4m (0), and the configuration
Cmn+t3nt4am 1S @ halting configuration;

(b) if the formulay is not satisfiable, then the cell with label 3 contains the proteand the object
Imn+3n+4m, the cell with label 4 contains the protetn

Proof:
At configurationC,,,,, + 3n4-4m—1-

If the formulay is satisfiable, rule-; is applied, objecyes is sent to the environment, thus, the
objectyes appears irC,,,+3n+4m(0). It is easy to check that no rule of the system is applicable to
configurationC,,,;,+3n-+4m-

If the formulay is not satisfiable, only rule,s can be used, the proteinand the objecy, ., +3n+4m
in cell 4 are exchanged with the proteinn cell 3. Thus, the cell with label 3 contains the proteiand
the objectg, ., +3n+4m, the cell with label 4 contains the protetin O

Lemma 4.8. LetC be an arbitrary computation of the system, if the formgplia not satisfiable, then the
objectno appears i, +3n+4m+1(0), and the configuratio,,,,, + 3n+4m+1 IS @ halting configuration.

Proof:

At configurationC,,,,+3n+4m, If the formulay is not satisfiable, only rule,, can be applied, the objects
Jmn-+3n+4m, 0O are sent to the environment. Thus, the objecappears irt,,,,+3n+4m+1(0). It is easy
to check that no rule of the system is applicable to configura®iQn s, 4mr1- O



4.2.3. Polynomial Bound of the Family

From Lemma 4.7 and Lemma 4.8, we deduce that any computdtafrtissue P systems with protein
on cells and cell division, if the formula is satisfiable, the system takes: + 3n + 4m steps; if the
formulay is not satisfiable, the system takes + 3n + 4m + 1 steps.

Therefore, there exists a polynomial bound (with respeet tandn) on the number of steps of the
computation.

4.3. Computational Efficiency of TPDC(4)

The system constructed for the solution to g problem in section 4 has communication rules with
length at most 4. According to the Definition 3.4 and from the discussion in the previous subsections,
we have the following result:

Theorem 4.9. SAT € PMCrppc4)-
Corollary 4.10. NP U co — NP C PMCrtppc(y)-

Proof:
It suffices to make the following observations: 8% problem isNP-complete SAT € PMCrppca),
and this complexity class is closed under polynomial-time reduction and under complement. 0O

5. Universality of Tissue P Systems with Protein on Cells

In this section, we prove that tissue P systems with proteinedis are universal by simulating register
machines.

Theorem 5.1. NO Py(commus) = NRE.

Proof:
We only have to prove the inclusiaNRE C NO Py(commuy); the converse inclusion is straightfor-
ward from the Church-Turing thesis.

Let M = (m, H,ly, 1}, 1) be a register machine that has the properties specified in Section 2. We
construct the P systei to simulate register maching .

IT= (I, P,E, M /p1, M2/p2, R, iout),
where:
L={a | 1<r <m}U{l,I 1" 1" 1%1°1|1e€H};
P ={p1,p2};
E={a, |1 <r<m}U{LU01" 0" 10,000 |l e HY;
My = {lo}, M2 = 0;

iout =1



and the sef? of rules constructed as follows:

e For each ADD instruction; : (ADD(r), ;, 1)), we introduce inR the rules

L= ( ’(pl’ )/l Qr, )
ra = (1, (p1, 1)/ lkayr, 0).

The simulation of the ADD instruction is obvious. By using the rujeor o non-deterministically,
under the control of proteip; on cell 1, one copy of object, together with the objedt; or /;, are intro-
duced into cell 1 from the environment, simultaneously, the objentcell 1 is sent to the environment.
Thus, the value of the registethas been increased by 1 and the system starts to simulate an instruction
with labell; or Ij.

e For each SUB instructiofy : (SUB(r),l;, ), we introduce inR the rules

3 = (1, (p1, 1) /117, 0);
4= (1, (p1,6)/ (p2, M), 2);
= (L, (p2, lf'ar) /17", 0);

6 = (2,(p1,1)/1}", 0);
rr = (1, (p2, 1)/ (1, 1), 2);
rs = (1, (p2, 1)/ (1, 11"), 2);
ro = (1, (p1,1{")/17,0);
r10 = (2, (p2,1]")/1;,0);
ri1 = (2, (p2, 1)/ 1k, 0);
ri2 = (1, (p1, 1)/ (D2, 1), 2);
ri3 = (1, (p1, 1)/ (02, 1) 2);
ra = (1, (p2, A)/(p1,17), 2);
ris = (L, (p1,171) /15, 0);
r16 = (1, (p1, 1 1k) /Ix, 0).

A SUB instructioni; is simulated in systerl in the following way (each SUB instruction is simu-
lated in eight steps). Without loss of generality, we suppose that a SUB instricti¢®8UB(r), [, [;,)
starts to be simulated at step Hence at step, there are proteimp; on cell 1 and object;z (z €
{a1,...,an}*) in cell 1, proteinpy on cell 2. At step + 1, rulers is used, under the control of protein
p1 on cell 1, object; in cell 1 is exchanged with the objedf$! from the environment. In the next step,
the proteinp; and the object; in cell 1 are exchanged with the protein on cell 2 by using the rule,.
With the appearance of protein on cell 1, we have the following two cases.

e There is at least one copy of object in cell 1. In this case, at step+ 3, the rulesrs andrg
can be used. By applying the rutg, under the control of proteip, on cell 1, the object#’a,
in cell 1 are exchanged with the objg¢t from the environment; by applying the rulg, under
the control of proteirp; on cell 2, the object, in cell 2 is exchanged with the objet from the



environment. In the next step, rutg is used, the proteip, and object” in cell 1 are exchanged
with the proteinp; and object® in cell 2. At stept + 5, by using the rule-, the object” in cell

1is exchanged with the objett from the environment. In cell 2, under the control of protgin

the object}” is exchanged with the objett from the environment by using the rulg,. At step

t + 6, by using the rule, the proteinp; and object? in cell 1 are exchanged with the protgin

and object; in cell 2. In the next step, the protein on cell 1 is exchanged with the protein

and object? in cell 2 by using the rule;4. At stept 4 8, under the control of proteip; on cell 1,

the objectd?/; in cell 1 are exchanged with the objdgtfrom the environment by using the rule
r15. In this case, one copy of obje¢t is consumed in cell 1, and the system starts to simulate the
instructioni; (see Table 1).

Table 1. The simulation of a SUB instructidn: (SUB(r), l;,x), where there is at least one copy of objecin
cell1. Letz € {ay,...,an}* andz = a,2’.

Cell1 Cell 2
Step | Rules _ _ . .
Protein | Objects | Protein | Objects
0 - D1 liz D2 -
1 r3 D1 1l = Do —
2 T4 P2 Iz p1 I
3 rs, 76 P2 4 p1 lg”
4 rs D1 l;”z’ Do 1
5 79,710 D1 1y2 D2 lj
6 12 D2 12 P1 7
7 T14 P1 1912 D2 -
8 T15 D1 L7 b2 _

e There is no copy of objeat, in cell 1. In this case, at step+ 3, only rulerg is used, object”
is sent to cell 2. In the next step, by using the rlethe proteinp; and object™ present in cell
1, and in cell 2, there are the protein and object. At stept + 5, rulesrg andr;; are used,
object!? is sent into cell 1 and objeét, is sent into cell 2. In the following three steps, the rules
r13, 714, T1¢ are applied one by one, the objégtwill present in cell 1 at step + 8. Hence, the
system starts to simulate the instructigr(see Table 2).

Therefore, the SUB instruction is correctly simulatediby
When the object;, appears in cell 1, the computation stops. The number of capies in cell 1
clearly corresponds to the value of register I\éf henceN (M) = N (II), this concludes the proof.O

6. Conclusions and Remarks

In this work, inspired by the facts that the movement of mogab through communication channels is
controlled by proteins and some of proteins on cells are not static, they can move through lipid bilayers



Table 2. The simulation of a SUB instructién: (SUB(r),(;,lx), where there is no copy of objeet in cell 1.

Letz € {a1,...,an}* anda, ¢ z.
Step | Rules .CeII 1 | _CeII 2 |
Protein | Objects | Protein | Objects
0 — p1 liz P2 —
1 r3 p1 1= P2 -
2 r4 D2 Iz D1 I
3 re D2 Iz 1 [
4 ry »1 1z P2 1
S) 9,711 P1 liz P2 I
6 T13 D2 lpz p1 Iy
7 T14 P1 P02 D2 -
8 T16 D1 % P2 -

between cells if they are fused, we present a class of tissue P systems with protein on cells. The com-
putational power of such P systems has been studied. Specifically, we have given an efficient (uniform)
solution to thesAT problem by using such P systems with cell division. We also proved that any Turing
computable set of numbers can be generated by a tissue P system with protein on cells.

The solution to theSAT problem given in section 4 has the communication rules of length at most
4. It is deserved to investigate whether tissue P systems with protein on cells and cell division with
communication rules of length 2 or 3 are efficient (note that the minimal length of a communication rule
is 2).

In section 5, the universality result is obtained by a tissue P system with protein on cells with two
cells and communication rules of length at most 4. It remains open whether tissue P systems with protein
on cells are universal by using only one cell or communication rules of length 2 and 3.

The tissue P systems considered in this work have division rules, where cell division is inspired by
both protein and object, and the newly generated cells can have different proteins and objects with their
parent cell. It remains open what happens if we consider division rules that are inspired only by proteins,
and the newly generated cells can have different proteins with their parent cell or division rules that are
inspired by both proteins and objects, but the newly generated cells have the same protein as parent cell.

Tissue P systems with cell division and without environment were introduced in [27], that is, the
alphabet of the environment of such P systems is empty. It would be interesting to consider the compu-
tational efficiency of tissue P systems with protein on cells and cell division without environment.

Recently, various P systems have been used to dtiveomplete problems in a time-free manner in
the sense that the correctness of the solution does not depend on the precise timing of the involved rules
[28, 29, 30, 31, 32]. It remains open whether we can construct tissue P systems with protein on cells and
cell division to solveNP-complete problems in the context of time-freeness.

P systems with minimal parallelism were investigated in [33], where each membrane which can
evolve in a given step should do it by using at least one rule. Recently, a new strategy of using rules, called
flat maximal parallelism was considered in [34], where in each step, in each membrane, a maximal set of



applicable rules is chosen and each rule in the set is applied exactly once. It is of interest to investigate
the computational power of tissue P systems with protein on cells by using rules in a minimally parallel
way or in a flat maximally parallel way.

Tissue P systems with cell separation are a variant of tissue P system [35]. In such P systems, cells
do not have the duplication function, that is, when a cell is separated, the objects in the cell are divided
and placed in the newly generated cells instead of replicating the objects and distributing them in each
of the newly generated cells. It is interesting to investigate the computational power of tissue P systems
with protein on cells and cell separation.
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