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In finite mixture models, maximum likelihood estimators have good properties, such as 
efficiency, consistency, and asymptotic normality under some uniform integrability 
assumptions on the mixture and its derivatives up to the third order. These conditions are 
frequently not easy to check because complex computations on bounding a lot of 
derivatives are involved. We give results implying these conditions for a new class of 
families of distributions, W-type families, which make it easier to check the conditions in 
many cases. Many useful and known families of distributions such as Weibull, Generalized 
Gamma, Log-gamma, inverse Log-gamma, inverse Gaussian, and all of the exponential 
families are W-type families. Hence, these results have broad applications.
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1. Introduction

In the last few decades, finite mixture models have often been used for describing 
complex statistical problems (see Everitt and Hand, 1981; McLachlan and Basford, 
1988; McLachlan and Peel, 2000; Titterington et al., 1985 for references). Many 
scientific studies have used finite mixtures of normal distributions as models in real 
experiences. In other cases, mixtures of alternative families have been considered 
preferable when, for instance, the intrinsic range of the variable is not the entire 
real line, or when skewness is exhibited by the data being modeled. Finite mixtures
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of statistical distributions such as negative exponential, Gamma, Weibull, Erlang,
etc. have shown their usefulness in these cases. The components of the mixture are
often homogeneous. However, mixture distributions need not consist of components
from the same family. For instance, a mixture of a Weibull and an Negative
Exponential distribution is considered by Johnson et al. (1994) and Balakrishnan
and Rao (2001), a mixture of a Weibull and a Wald distribution by Johnson
et al. (1994), and an inverse Gaussian–Weibull mixture model by Al-Hussaini and
Abd-El-Hakim (1989). In order to provide more flexibility, Atienza (2003) proposes
to use finite mixtures from different parametric families of distributions when the
modeling of experiences ranges among different possible models. For example,
variables which can be modeled by Gamma, Weibull, or Log-normal distributions
appear in numerous studies in different fields of applications, such as medicine
(McKeegan, 2002), microbiology (Whiting and Golden, 2002), veterinary science
(Singer et al., 2001), meteorology (Costa et al., 2000; Stephenson et al., 1999),
epidemiology (Cooley et al., 1996), sedimentology (Kondolf and Adhikari, 2000),
and mechanics (Ahn et al., 2000).

However, this fact can give ride to additional difficulties in processing,
particularly in maximum likelihood (ML) estimation. ML estimation is very
popular, partly since it fits into the philosophy of likelihood-based inference, and
partly because it has the advantage that, under certain conditions, the estimates
have desirable properties. Redner and Walker (1984) provided conditions to assure
the existence, consistency, and asymptotic normality of these estimators in finite
mixtures of distributions. These conditions are generally not easy to check. The
paper of Atienza et al. (2003) is centered on studying these conditions for the case
of finite mixtures generated from the same exponential family or from the union of
different exponential families. Therefore, the consistency problem for ML estimators
of finite mixtures of distributions such as Log-normal, Gamma, Erlang, etc.
is solved.

There exist real situations in which finite mixtures generated from non
exponential families are considered. This is the case of the Weibull distribution,
and more generally of the Generalized Gamma distribution (Caroni, 2002;
Radhakrishna et al., 1992). A general approach to this problem is obtained by
considering a new class of families of distributions, � -type families. This new
class contains all the exponential families and the generalized Gamma family. In
particular, it contains the negative exponential, Gamma, Log-normal, Weibull, Log-
gamma, and Log-gamma inverse distributions, among others. All these distributions
are frequently used to model experiences with asymmetric data.

As a first step, necessary conditions for the consistency of finite mixtures of
distributions generated from the same � -type family are studied. For the sake of
getting better results, the study of consistency conditions in finite mixtures generated
from the union of different � -type families becomes necessary.

In the second section, � -type families of distributions are defined and a
related result, which will be necessary throughout the rest of the article, is stated.
Section 3 provides conditions under which the existence of ML estimators with good
properties is verified. Finally, the last two sections provide results which make it
easier to check these consistency conditions in the case of finite mixtures generated
from a � -type family and from the finite union of different � -type families,
respectively. In both cases the usefulness of these results is shown with applications
to examples where the simplicity of checking our conditions is illustrated, reducing



drastically the amount of calculations with respect to direct application of the
known consistency conditions. In the Appendix we include two lemmas which are
used throughout the article.

It should be mentioned that an analysis of the consistency problem recently has
been presented by Cheng and Liu (2001) for the case where the data come from an
embedded distribution with fewer components than that being fitted.

2. ��� -Type Families and Some Technical Results

� -type families arise while looking for a kind of family of distributions which
includes exponential parametric families and the Generalized Gamma family. This
new type of family allows us to tackle the consistency problem for finite mixtures
from a broad set of distributions, either for the same family or from different
families. In this section � -type families are introduced, and some useful results
related to them are given.

Definition 2.1. Let � = �1 × �2 × �3 ⊂ �d1 ×�d2 ×�d1 be an open set, D ⊂ �n

a measurable set, and a � D ⊂ �n → �0�+��, t � D ⊂ �n → �d1 , b � � → �0�+��,
and c � �2 ⊂ �d2 → � be functions such that

f � D ⊂ �n → �+/f�x� = a�x�b��� exp���t�x�+ c���e�
�t�x�	

are density functions for all � = ��� �� �� ∈ �. The set of distributions given by

� �a� t� b� c� = �f�·� �� � � = ��� �� �� ∈ �	

is called a � -type family of distributions associated with the functions a� t� b, and c.
Note that every exponential family is a � -type family, thus, examples of

distribution families which are a � -type family are the Negative Exponential,
Gamma ���, and Log-normal ���. Moreover, families such as Generalized Gamma
����, Weibull (W ), Log-gamma, and Log-gamma inverse are also examples of
� -type families. In Table 1, some of these functions, together with their � -type
representations, are shown.

The following definition is needed for the proof of Theorem 2.1.

Definition 2.2. Given t � �n → �d with t�x� = �t1�x�� 
 
 
 � td�x�� and h a non
negative integer, the family of functions �h�t� given by

�h�t� =
{
T � D ⊂ �n → � � T�x� =

d∏
i=1

�ti�x��
�i � �i ∈ �+�

d∑
i=1

�i ≤ h

}
is called the family of product functions of at most h components of t.

The following theorem will be used to study the uniform integrability of the
partial derivatives of any density function belonging to a � -type family with respect
to all of its parameters.

From now on, for � = �1� 
 
 
 � d�
t and r > 0, Qd��� r� denotes the hypercube∏d

i=1�i − r� i + r�.



Table 1
� -type representations of some distributions

Distrib. Parameters Functions

��j� k� � =
(
j�−1

k

)
a�x� = 1

x
� b�� = �−�2�

�1

���1�
� t�x� =

(
log x
x

)
� c��� ≡ 0

� = �
� = �

W�l� d� � = l a�x� = 1
x
� b�� = �

�
� t�x� = log x� c��� = −1

�
� = dl

� = l

���� �� � =
(
�

�2
�

1
2�2

)
a�x� = 1

x
� b�� = −�21

4
√
��2

� t�x� =
(

log x
− log2 x

)
� c��� ≡ 0

� = �
� = �

���m� n� r� � = mr a�x� = 1
x
� b�� = �

���/����/�
� t�x� = log x� c��� = −1

�
� = nr

� = r

Theorem 2.1. Under the notations stated above, if the function

f�·� �� �� �� � x ∈ D 	→ a�x� exp
{
��t�x�+ c���e�

�t�x�}
is integrable on D for every  = ��� �� �� ∈ �, where c � �2 → � has a continuous
partial derivative of first order which does not vanish in �2, then for every � ∈ �, non
negative integer h and T ∈ �h�t�:

(1) the functions x ∈ D 	→ T�x�em��t�x�f�x� �� �� �� are integrable for any non negative
integer m;

(2) given r > 0 such that Qd1
��� 3r� ⊂ �1, for 0 ≤ m ≤ 3 and for every �1 ∈ Qd1

��� r�,
the functions x ∈ D 	→ T�x�em�1

�t�x�f�x� �� �� �� are integrable.

Proof. In order to prove (1) it is assumed that �c/��1 is continuous and does not
vanish in �2. Since T ∈ �h�t�,

T�x�f�x� �� �� �� =
d∏
i=1

�ti�x��
�if�x� �� �� �� = �h

′

��
�1
1 � 
 
 
 � ��

�d
k

f�x� �� �� ��

where h′ = ∑d
i=1 �i ≤ h. Each partial derivative of f�x� �� �� �� with respect to

any component of �, namely ti�x�f�x� �� �� ��, has the same form as f�x� �� ��,
with a�x� being replaced by a�x�ti�x�. Hence, it will suffice to show that
the partial derivative of f�x� �� �� �� with respect to any component of � is
integrable since a repeated application of these would imply the integrability of
T�x�f�x� �� �� ��. Without any loss of generality this will be proved for the last
component of �, denoted by z. Fix �∗ = (

�∗�d1�� z
∗� �∗� �∗

) ∈ �d1−1 ×�×�d2 ×�d1 ,



with �∗�d1� = ��∗1� 
 
 
 � �
∗
d1−1�, and consider f��∗�d1���

∗��∗��x� z� � D× �z1� z2� → � given by
f��∗�d1���

∗��∗��x� z� = f�x� �∗�d1�� z� �
∗� �∗�, where z1� z2 ∈ � are such that z∗ ∈ �z1� z2� and

��∗�d1�� z� �
∗� �∗� ∈ � for every z ∈ �z1� z2�. This function obviously verifies condition

(1) from Lemma A.2 (see Appendix). Furthermore,

�f��∗�d1���
∗��∗��x� z�

�z
= a�x�td1�x� exp

{
��∗�d1��

�t�d1��x�+ ztd�x�+ c��∗�e��
∗��t�x�}

with t�d1� = �t1� 
 
 
 � td1−1�, which exists and is measurable. Finally, by continuity, it
is obvious that z ∈ �z1� z2� 	→ a�x�td1�x� exp

{
��∗�d1��

�t�d1��x�+ ztd�x�+ c��∗�e��∗��t�x�
}

is integrable on �z1� z2� and therefore (2) from Lemma A.2 is satisfied. Applying
Lemma A.2, for almost all z ∈ �z1� z2�, we get the integrability of the function

x ∈ D 	→ �f
(
�∗�d1�� �

∗� �∗
)

�z
�x� z�


However, integrability for almost all z ∈ �z1� z2� does not assure integrability for
z = z∗. To this end, choose z′� z′′ such that z∗ ∈ �z′� z′′� ⊂ �z1� z2� and

�f
(
�∗�d1�� �

∗� �∗
)

�z
�x� z′� and

�f
(
�∗�d1�� �

∗� �∗
)

�z
�x� z′′�

are integrable with respect to x. The inequality∣∣∣∣�f
(
�∗�d1���

∗��∗
)

�z
�x�z∗�

∣∣∣∣ ≤ ∣∣a�x�td1�x�exp{��∗�d1���t�d1��x�+z′td�x�+c��∗�e��
∗��t�x�}∣∣

+∣∣a�x�td1�x�exp{��∗�d1���t�d1��x�+z′′td�x�+c��∗�e��
∗��t�x�}∣∣�

which is pointwise true for only one of the addends (depending on whether td�x� < 0
or td�x� ≥ 0) by monotonicity, proves that td1�x�f�x� �

∗� �∗� �∗� is integrable. By
applying this process h′ times, we deduce that T�x�f�x� �� �� �� is integrable for all
� ∈ �.

Differentiating with respect to �1 (for which c has a continuous partial
derivative different from 0 what implies the monotonicity of c in the component �1)
and applying Lemma A.2, we conclude that the function

�f

��1

�x� �� �� �� = e�
�t�x� �c

��1

���f�x� �� �� ��

is integrable for almost every �1. A similar reasoning as above and the monotonicity
of c show that the previous function is integrable for every �1. Thus, the function
e�

�t�x�f�x� �� �� �� is also integrable.
To prove that the functions T�x�em��t�x�f�x� �� �� ��, T ∈ �h�t� are integrable, it

suffices to apply the same argument to the partial derivative of f�x� �� �� �� m times
with respect to �1 and according to the factors appearing in T , with respect to the
components of � divided previously by �c/��1�= 0�.

The proof of (2) is based on writing T�x�em�1
�t�x�f�x� �� �� �� in the form:

T�x�a�x� exp
{
�� +m�1�

�t�x�+ c���e�
�t�x�}




Adding and subtracting m��t�x� in the exponent yields:

T�x�a�x� exp
{
�� +m�1 −m���t�x�+m��t�x�+ c���e�

�t�x�}
= T�x�em��t�x�f�x� � +m��1 − ��� �� ��


Since ��1 − ��m < 3r and, by hypothesis, Qd1
��� 3r� ⊂ �1, we have, � +m��1 − �� ∈

�1. By applying (1) from this theorem to these new values of the parameters, the
proposed result is achieved. �

This result will be used in the proof of the theorems in Sec. 4 and 5.

3. Mixture Distributions. Known Results on Consistency

Consider a finite mixture of distributions whose density is given by

p�x� �� =
k∑

j=1

�jfj�x� �j��

where x ∈ �n, � = ��1� 
 
 
 � �k−1� ∈ �k = {
��1� 
 
 
 � �k−1� �

∑k−1
j=1 �j < 1� �j > 0

}
,

�k = 1−∑k−1
j=1 �j and each component of the mixture fj is differentiable with respect

to its parameters �j ∈ �j ⊂ �dj . Let � denote the parametric space �k ×�1 × · · · ×
�k and let � = ��1� 
 
 
 � ��� denote the elements of �, where � is the dimension
of �.

Redner and Walker (1984) state that, under two consistency conditions (here
called C1 and C2), in any sufficiently small neighborhood of the value of the
parameter, there is a unique strongly consistent solution �N of the likelihood
equations, and this solution at least locally maximizes the log-likelihood function
and is asymptotically normally distributed.

C1. For all � ∈ �, for almost all x ∈ �n and for i� j� s = 1� 
 
 
 � �, the partial
derivatives �q/��j , �

2q/��j��i and �3q/��j��i��s exist and satisfy∣∣∣∣�p�x���

��j

∣∣∣∣ ≤ hj�x��

∣∣∣∣�2p�x���

��j��i

∣∣∣∣ ≤ hij�x��

∣∣∣∣�3 log p�x���

��j��i��s

∣∣∣∣ ≤ hijs�x�

where hj and hij are integrable and hijs satisfies∫
hijs�x�p�x��

∗�dx < +�


C2. The Fisher information matrix I��� given by

I��� =
∫
��� log p�x������� log p�x�����p�x���dx�

is well defined and positive definite at � ∗, where �� denotes the gradient of the first
partial derivatives with respect to the components of � .

Two questions remain unresolved by the theorem above regarding �N : (1) “Is
�N really an ML estimator?” (2) “Is there any other ML estimator besides �N



which leads to a limiting density different from p�x�� ∗�?”. Next we present other
two conditions, C3 and C4, given in Atienza et al. (2003). These two conditions are
simpler in applications than the conditions given in (Redner and Walker, 1984).

For each �i ∈ �i and sufficiently small r > 0, let Nr�i� denotes the closed ball
of radius r about i in �i and let

fir�x� �i� = sup
�′i∈Nr ��i �

fi�x� �
′
i� and f ∗

ir �x� �i� = max�1� fir�x� �i�	


C3. For each �= ��1� 
 
 
 � �k�∈� = �1 × · · · ×�k and sufficiently small r > 0,∫
�log f ∗

ir �x� �i��fj�x� �
∗
j �dx < +� for i� j = 1� 
 
 
 � k


C4. For i� j = 1� 
 
 
 � k,
∫ � log fi�x� �∗i ��fj�x� �∗j �dx < +�.

If E = �� ∈ �′ � p�x��� = p�x�� ∗� for almost every x ∈ �n	, under con-
ditions C3 and C4, in any compact �′ ⊂ � which contains � ∗, for each closed set
D ⊂ �′\E, with probability 1,

lim
N→+�

sup
�∈D

∏N
i=1 p�xi� ��∏N
i=1 p�xi� �

∗�
= 0


That is, for any closed set far from � ∗ in any compact set contained in � and for
sufficiently large N , the maximum value of the likelihood function in this closed
set is considerably smaller than the likelihood function at � ∗. Thus, the likelihood
function has the largest local maximum at the solution �N , whose existence is
already established in (Redner and Walker, 1984), and this solution has good
properties of consistency and asymptotic normality (see Atienza et al., 2003).

From a practical point of view, consistency conditions C1, C3, and C4 are not
easy to check, especially when numerous parameters are involved in the mixture.
Section 4 is devoted to provide conditions which assure those consistency conditions
above in mixtures from a wide set of families of distributions (� -type families). The
second condition, concerning the Fisher information matrix, is not considered here
since an individual study in each specific family is apparently needed.

4. Consistency for Finite Mixtures of ��� -Type Families

From now on, �k will denote the product space
∏k

i=1 �. For y ∈ �d1 and every
� ∈ �d1 , a vector of signs with components �i = ±1, we denote by y��� ∈ �d1 the
vertices of the hypercube Qd1

�y∗� r�, with coordinates yi��� = y∗i + �ir.

Theorem 4.1. Let � �a� t� b� c� be a � -type family and �∗ = ��� �∗1� 
 
 
 � �
∗
k� ∈ �k ×

�k with �∗i = ��∗i � �
∗
i � �

∗
i � for i = 1� 
 
 
 � k. If

(H1) b has continuous partial derivatives up to the third order, and

(H2) either c ≡ 0 or c has continuous partial derivatives up to the third order
with a partial derivative of first order not vanishing in �∗

i for every i = 1� 
 
 
 � k, then
any finite mixture of k components from � �a� t� b� c� verifies consistency condition C1
on a compact set �̂k × �̂1 × · · · × �̂k ⊂ �k ×�k containing �∗.



Proof. Let p�x��� = ∑k
i=1 �ifi�x� �i� be a finite mixture of k components from

� �a� t� b� c�.
Since � is open, there exists an r > 0 such that Qd��

∗
i � r� ⊂ � for every i =

1� 
 
 
 � k. Hence, for any compact set �̂k ⊂ �k containing �∗, the subset �̂k ×
Qd��

∗
1� r�× · · · ×Qd��

∗
k� r� ⊂ �k ×�k is a compact set containing � ∗.

With respect to the conditions concerning the derivatives up to the second
order, by linearity of the derivative and triangular inequality, it suffices to prove
that for every � ∈ Qd��

∗� r� (for the sake of simplicity, we have omitted the indices
of the densities):

�f�x� ��� ≤ g�x�� (1)∣∣∣∣�f�x� ���j

∣∣∣∣ ≤ gj�x�� (2)∣∣∣∣�2f�x� ���j�s

∣∣∣∣ ≤ gjs�x�� (3)

with g� gj� gjs integrable functions with respect to x and independent of �.
We can suppose b��� ≡ 1, considering f�x� ��/b��� if necessary because b has

continuous partial derivatives up to the third order and the theorem is stated in a
compact set.

Throughout the proof, let M > 0 denote an upper bound on �̂ of all the
continuous functions appearing in the sequel, which depend on c and its derivatives
up to the third order.

(1) is proved using Lemma A.1 (see the Appendix) and taking �0 the value of �
which maximizes c���. In fact, for every � ∈ �̂

�f�x� ��� ≤ ∑
�∈Vd1

( ∑
s∈�−1�1	

a�x� exp
{
t�x�����+ c��0�e

��s���t�x�}) = g�x��

which is integrable and independent of �.
To prove (2), differentiating with respect to the parameters, we obtain∣∣∣∣�f�x� �� �� ����i

∣∣∣∣ = �f�x� �� �� ��ti�x��� i = 1� 
 
 
 � d1�∣∣∣∣�f�x� �� �� ����j

∣∣∣∣ = ∣∣∣∣f�x� �� �� ���c�����j

e�
�t�x�

∣∣∣∣� j = 1� 
 
 
 � d2 and∣∣∣∣�f�x� �� �� ����u

∣∣∣∣ = ∣∣f�x� �� �� ��c���tu�x�e��t�x�∣∣� u = 1� 
 
 
 � d1�

which are integrable functions, by Theorem 2.1. Furthermore, these functions are
bounded respectively by:

g1i�x� = g�x�ti�x��

g2j�x� = M
∑
��s

e�
����t�x�f�x� ������ �0� ��s��� and

g3u�x� = �tu�x��M
∑
��s

e����
�t�x�f�x� ������ �0� ��s����



which are also integrable functions by (2) in Theorem 2.1 and independent of �.
Hence (2) is proved.

(3) follows by the same method as above, using functions of the form

f�x� ��T�x�em��t�x�C���� m = 1� 2� 3

with T ∈ �3�t� and C��� a continuous function, bounded by M . From Theorem 2.1,
it is known that these sums are integrable and, by Lemma A.1, they can be bounded
by integrable functions independent of �.

It remains to prove that the conditions for the third derivatives of the logarithm
are satisfied. We take into account that

�3 log p
��i��j��u

= 1
p

�3p

��i��j��u

− 1
p2

[
�2p

��i��j

�p

��u

+ �2p

��j��u

�p

��i

+ �2p

��i��u

�p

��j

]
+ 2

p3

�p

��i

�p

��j

�p

��u

� (4)

and that the absolute values of the quotients of the partial derivatives of p up to
the third order and p are bounded by a sum of quotients of the form∣∣∣∣ 1p �3f

�i�j�u

∣∣∣∣� ∣∣∣∣ 1p �2f

�i�j

∣∣∣∣� ∣∣∣∣ 1p �f

�i

∣∣∣∣ and
f

p
�

which can be written as a sum of functions of the form∣∣∣∣fpT�x�em��t�x�B���

∣∣∣∣
where T ∈ �3�t�, m ≤ 3, and B��� is a continuous function, independent of x and
bounded in absolute value by M ′ on

⋃k
i=1 Qd��

∗
i � r�. Bounding p in each of the

denominators by

p�x��� =
k∑

i=1

�if�x� �i� ≥ �0f�x� �h��

where f�x� �h� is, in each case, the term appearing in the numerator of the fraction
and �0 > 0 is the minimum of �1� 
 
 
 � �k when � = ��1� 
 
 
 � �k−1� ∈ �̂k, we can
bound the sum of these expressions by a sum of functions of the form∣∣∣∣ 1�0T�x�em��t�x�M ′

∣∣∣∣� with T ∈ �3�t�


Hence, (4) is bounded by a sum of functions of the form∣∣∣∣ 1�0T�x�em��t�x�M ′
∣∣∣∣� ∣∣∣∣ 1�20 T�x�em��t�x�M ′2

∣∣∣∣ and

∣∣∣∣ 1�30 T�x�em��t�x�M ′3
∣∣∣∣�

which are independent of � . The sum of these functions is considered as the desired
function huvw. From Theorem 2.1, the product huvw�x�p�x��

∗� is integrable. �



Theorem 4.2. Let � �a� t� b� c� be a � -type family and �∗ = ��� �∗1� 
 
 
 � �
∗
k� ∈ �k ×

�k with �∗i = ��∗i � �
∗
i � �

∗
i � for i = 1� 
 
 
 � k. If

(H3) b is continuous,

(H4) c is continuous with a continuous partial derivative of first-order non
vanishing in �∗

i , for any i = 1� 
 
 
 � k, and

(H5)
∫ � log a�x��f�x� �∗i �dx < +�, i = 1� 
 
 
 � k�

then any finite mixture of k components from � �a� t� b� c� verifies consistency conditions
C3 and C4 on any compact set �̂ ⊂ � containing �∗.

Proof. Taking r > 0 such that Qd��
∗
i � 2r� ⊂ �, we will prove that the theorem is

verified for all �i ∈ Qd��
∗
i � r�.

Using the proof of Lemma A.1 taking into account that c��� is continuous, it
is deduced that for any x ∈ D there exists ��x� ∈ Vd such that

exp
{
��t�x�+ c���e�

�t�x�} ≤ exp
{
����x���t�x�+Me����x��

�t�x�}
for any �i ∈ Qd��

∗
i � 2r�, where ���� and ���� are, respectively, the vertices of the

hypercubes Qd��
∗
i � 2r� and Qd��

∗
i � 2r�. The value M > 1 is an upper bound for b and

�c�. Then

f�x� �� ≤ Ma�x� exp
{
����x���t�x�+Me����x��

�t�x�} ∀� ∈ Qd��
∗
i � 2r�

and since Nr��i� ⊂ Qd��
∗
i � 2r� for any �i ∈ Qd��

∗
i � r�,

fr�x� �i� ≤ max
{
1�Ma�x� exp

{
����x���t�x�+Me����x��

�t�x�}}

Taking logarithms, we obtain

log f ∗
r �x� �i� ≤ max

{
0� log�Ma�x� exp

{
����x���t�x�+Me����x��

�t�x�}�}
≤ logM +max�0� log a�x�	+max

{
0� ����x���t�x�+Me����x��

�t�x�}
≤ logM + � log a�x�� + C

k∑
i=1

�ti�x�� +M
∑
�

e����
�t�x�

where C is a constant which bounds the absolute values of the coordinates on
Qd1

��∗� 2r�.
From Theorem 2.1, �ti�x��f�x� �∗j � and e����

�t�x�f�x� �∗j � are integrable and,
by hypothesis, � log a�x��f�x� �∗j � is also integrable. Thus we have proved the
integrability of log f ∗

r �x� �i�f�x� �
∗
j � as desired.

Condition C4 follows by bounding � log f�x� �∗i ��f�x� �∗j � by[
� log a�x�� + � log b��∗i �� +

d∑
s=1

��∗isti�x�� +Me��
∗
i �

T t�x�

]
f�x� �∗j ��

which is a sum of integrable functions. �



Using the previous conditions for � -type families, we can now tackle the
problem of checking conditions C1, C3, and C4 for finite mixtures from parametric
families such as the Generalized Gamma family given by:

�� =
{
f�x�m� n� r� = rxmr−1

nmr��m�
e−� xn �

r

� m� n� r > 0� x ∈ �0�+��

}
which is a � -type family (see Table 1).

Since the parametric space is � = �0�+��× �0�+��× �0�+�� and the
functions b and c are continuous with continuous derivatives in �, the set of finite
mixtures ���

from the family ��, verifies consistency condition C1. In order to
verify C3 and C4, taking into account that � log a�x�� = � log x�, it suffices to prove
that f�x�m� n� r� log x is integrable, which is true by Theorem 2.1, since t�x� = log x.

Similar analyses can be applied to finite mixtures from other parametric families
such as the Log-gamma and Log-gamma inverse families.

5. Consistency for Mixtures from the Union of ��� -Type Families

As we have noted in the introduction, many real experiences can be modeled using
finite mixtures of elements from different families. Thus, we can obtain better results
in the model with the observed data. So far, we have obtained results which assure
the verification of consistency conditions for finite mixtures from the same � -type
family. This section is devoted to provide results in order to simplify the verification
when functions from different � -type families are used. We illustrate these results
with a finite mixture of functions from the Log-normal and the Generalized Gamma
distributions. To this end, the family of product functions of components of several
vector functions is defined below in the same way as Definition 2.2. Finally, the
generalizations of Theorems 4.1 and 4.2 to the case of finite mixture functions from
different � -type families are stated.

Definition 5.1. Given k functions ti � �
n → �di , ti�x� = �ti1�x�� 
 
 
 � tidi �x�� and h a

non negative integer, the family of functions �h�t1� 
 
 
 � tk� given by{
T � D ⊂ �n → � � T�x� =

k∏
i=1

di∏
j=1

tij�x�
�ij � �ij ∈ �+ ∪ �0	�

k∑
i=1

di∑
j=1

�ij ≤ h

}
is called the family of product functions of at most h components of t1� 
 
 
 � tk.

Theorem 5.1. Let �∗ = ��∗� �∗1� 
 
 
 � �
∗
k� ∈ � = � ×�1 × · · · ×�k and let

�i�ai� ti� bi� ci� be k � -type families defined, respectively, on �i ⊂ �di with i ∈
�1� 
 
 
 � k	 such that

(H1)i bi has continuous partial derivatives up to the third order in their domains,

(H2)i either ci ≡ 0 or ci has continuous partial derivatives up to the third order
in its domain with a first partial derivative not vanishing at �∗

i for every i = 1� 
 
 
 � k,
and

(H6) for i� l� s� j ∈ �1� 
 
 
 � k	, mi�ml�ms ∈ � such that mi +ml +ms ≤ 3 and

cr = 0 ⇒ mr = 0 for all r = i� l� s



and for all T ∈ �3�ti� tl� ts� it is verified that∫
�T�x��emi�

�
i ti�x�eml�

�
l tl�x�ems�

�
s ts�x�fj�x� �j�dx < +��

then any finite mixture p�x��� = ∑k
i=1 �ifi�·� �i� with fi�x� �i� ∈ �i�ai� ti� bi� ci� verifies

consistency condition C1 on a compact set �̂k × �̂1 × · · · × �̂k ⊂ �k ×�1 × · · · ×�k

containing �∗.

Remark 5.1. Compared to Theorem 4.1, a linking hypothesis among the families
(H6) is needed.

Proof. Conditions (1), (2), and (3) are proved in the same way as in Theorem 4.1.
For the third derivatives, note that the absolute value of ��3 log p/��u��v��w� is
bounded by a sum of expressions of the forms∑

�

∣∣∣∣M�0 T�x�em�i���
�ti�x�

∣∣∣∣ with T ∈ �3�ti� or�

∑
���′

∣∣∣∣M�20 T�x�emi�i���
�ti�x�eml�l��

′��tl�x�
∣∣∣∣ with T ∈ �3�ti� tl� or

∑
���′��′′

∣∣∣∣M�30 T�x�emi�i���
�ti�x�eml�l��

′��tl�x�ems�s��
′′��ts�x�

∣∣∣∣ with T ∈ �3�ti� tl� ts�

where mr ∈ �0� 1� 2� 3	 such that mi +ml +ms ≤ 3.
Note that if cr ≡ 0 then mr = 0, since the factor emr tr �x��r is obtained by

differentiating fr with respect to components of the parametric vectors �r or �r .
From Theorem 2.1, all of these summands are independent of the parameters

and integrable with respect to p�x��∗�. The sum of them huvw verifies that
huvw�x�p�x��

∗� is integrable. �

Theorem 5.2. Let �∗ = ��∗� �∗1� 
 
 
 � �
∗
k� ∈ � = � × �1 × · · · × �k and let

�i�ai� ti� bi� ci� be k � -type families defined respectively on �i ⊂ �di with i ∈
�1� 
 
 
 � k	 such that

(H3)i bi is continuous in �i,

(H4)i either ci ≡ 0 or ci has first continuous partial derivatives, one of them is not
vanishing at �∗

i , and,

(H7) for i� l ∈ �1� 
 
 
 � k	,∫
� log ai�x��fl�x� �∗l �dx < +� and

∫
�tis�x��emiti�x��i fl�x� �

∗
l �dx < +� with mi =

{
0� 1� 2� 3 if ci = 0

0 if ci = 0

Then any finite mixture p�x��� = ∑k
i=1 �ifi�x� �i� with fi�·� �i� ∈ �i�ai� ti� bi� ci�

verifies consistency conditions C3 and C4 on any compact set �̂ ⊂ � containing �∗.

Remark 5.2. Compared to Theorem 4.2, this result for the union of � -type families
introduces a linking hypothesis (H7) among the families.



Proof. The proof runs as in Theorem 4.2. �

To illustrate the usefulness of the previous theorems, we consider a family of
finite mixtures studied in Atienza (2003) to model the variable length of hospital
stay. This variable was studied by Marazzi et al. (1998), where a procedure to decide
between Log-normal, Gamma, and Weibull distributions was provided. This method
does not always determine one single model as valid. In Atienza (2003), a model
of finite mixtures of these three distributions is proposed in order to describe this
variable and a revision for other asymmetric variables, which can be also fitted with
one of the Log-normal, Weibull, or Gamma families, is made. This model provides
an extra flexibility which in turn allows to get a better description of the behavior
of these variables.

According to this model, the family of finite mixtures generated by the union
of the Log-normal, Gamma, and Weibull families, given in Table 1, is considered.
The Gamma and Weibull families are both particular cases of Generalized Gamma
families, while the Log-normal family can be regarded as an exponential family,
which is a � -type family. Hence, these mixtures are contained in the set of all
finite mixtures generated from the union of two different � -type families, given
by �� = � �a1� t1� b1� c1� with a1� t1� b1� c1 as in Table 1, and � = � �a2� t2� b2� c2�
with a2�x� = 1/x, t2�x� = �log x�− log2 x�, b2��1� �2� = �−1�

1/2
1 e−�1/�4�2� and c2 ≡ 0

for ��1� �2� = ��/�2� 1/�2�2�� ∈ �× �0�+��.
In order to see that the family of finite mixtures with components from the

union � ∪ �� verifies consistency conditions C1, C3, and C4, taking into account
what the components of ti�x� can be and � log ai�x�� = � log x� for i = 1� 2, it suffices
to prove that xs logh xfi�x� i� is integrable for non negative integers s� h and for
fi�x� i� a density function from any of the previous families.

If s = 0, these functions can be obtained by multiplying fi�x� i� by components
of ti�x� of any of the families. By Theorem 2.1, these are integrable functions.

If s = 0, the factor xs can be written as es log x, and hence

�log x�hes log xf�x� �1� �2� = �log x�hf�x� �1 + s� �2�

in the case of the Log-normal family, and

�log x�hes log xf�x� a� b� = �log x�hf�x� a+ s� b�

in the case of the Generalized Gamma family, which are in any case integrable from
Theorem 2.1.

Appendix

Lemma A.1. Let t � D ⊂ �n → �d, ��∗� �∗� ∈ �d ×�d and r > 0. For every x ∈ D,
and ��� �� ∈ Qd��

∗� r�×Qd��
∗� r� and K ∈ �

exp
{
��t�x�+ Ke�

�t�x�}
≤ ∑

�∈Vd

(
exp

{
�����t�x�+ Ke����

�t�x�}+ exp
{
�����t�x�+ Ke��−���t�x�})

where Vd = �� ∈ �d
/
�i = ±1 ∀i = 1� 
 
 
 � d	.



Proof. Given x ∈ D, consider ��x� = ��1�x�� 
 
 
 � �d�x��
� such that

�i�x� =
{
1 if ti�x� ≥ 0�

−1 if ti�x� < 0�
(5)

which, obviously, belongs to Vd. Then

e�
�t�x� ≤ e����x��

�t�x� and e��−��x���t�x� ≤ e�
�t�x� ≤ e����x��

�t�x�


Hence

Ke�
�t�x� ≤ Ke��s�K���x��

�t�x��

where s�K� is the sign of K. Hence,

exp
{
��t�x�+ Ke�

�t�x�} ≤ exp
{
����x���t�x�+ Ke��s�K���x��

�t�x�}
≤ exp

{
����x���t�x�+ Ke��+��x���t�x�}

+ exp
{
����x���t�x�+ Ke��−��x���t�x�}


Thus, adding in all of the vertices,

exp
{
��t�x�+ Ke�

�t�x�}
≤ ∑

�∈Vd1

(
exp

{
�����t�x�+ Ke��+���t�x�}+ exp

{
�����t�x�+ Ke��−���t�x�})

�

Lemma A.2. Let I ⊂ � be a compact interval, D ⊂ �n a measurable set and f � D×
I → � so that for every  ∈ I:

(1) the function x ∈ D 	→ f�x� � is integrable;
(2) there exists �f�x� �/� for almost every x ∈ D, such that:

(2a) �x� � 	→ �f�x� �/� is measurable, and
(2b) for almost every x ∈ D, the function

 ∈ I 	→ �f

�
�x� �

is integrable on I; and

(3) the set Z = �x � ∃1� 2 ∈ I
/
�f�x� 1�/� > 0 and �f�x� 2�/� < 0	 is a null set.

Then, for almost every  ∈ I , the function

x ∈ D 	→ �f

�
�x� ��

is integrable.

The proof can be found in Atienza et al. (2003).
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