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Abstract

The continuous technological advances are promoting changes in multiple aspects
of society. One of the consequences of these advances is the increase in the amount
of data that is daily generated. In this scenario, Big Data has emerged as one of
the most disruptive paradigms in recent years, becoming a matter of great interest
for multiple types of organizations. This interest is due to the fact that Big Data
is enabling organizations to extract value from the data they own. At the same
time, Big Data is promoting more technical changes that are increasing the potential
value that can be extracted from data. This value enables companies to increase
and optimize their productive capacity, contributing to increase their competitive
advantages, and to ease the decision making process.

As a result, Big Data has become one of the most studied fields, both in literature
and in Industry. Consequently, it is constantly evolving, and presents significant
challenges and opportunities that could increase the quality of the process of value
extraction from data. However, since the Big Data paradigm is continually evolving,
a detailed and concise study about all aspects related to it is required.

In this work, a research about the state-of-the-art of the Big Data paradigm is
carried out. The concepts related to it, the activities and techniques on the value
extraction process, and the data processing architectures are studied. Next, the main
limitations, challenges, opportunities, and possible research lines related to the Big
Data paradigm are identified. Finally, a solution to one of the research challenges
that arise in this study is proposed: a framework to deal with the preparation of
data with complex structures.





Resumen

Los continuos avances tecnológicos están promoviendo cambios en múltiples aspec-
tos de la sociedad. Una de las consecuencias de estos avances y cambios sociales es
el aumento de la cantidad de datos que se generan día tras día. En este escenario,
Big Data ha emergido como uno de los paradigmas más disruptivos de los últimos
tiempos, siendo de gran interés para múltiples tipos de organizaciones. Este interés
se debe a que Big Data está permitiendo a las organizaciones a extraer valor de los
datos que tienen a su disposición. Al mismo tiempo, Big Data está promoviendo
más cambios tecnológicos que están aumentando el potencial valor que se puede
extraer de los datos. Este valor permite a las empresas aumentar y optimizar su
capacidad productiva, contribuyendo a la mejora de sus ventajas competitivas, y
facilitando la toma de decisiones.

Como consecuencia, Big Data se ha convertido en uno de los campos más estu-
diados, tanto en la literatura como en la Industria. Se trata de un campo que está
en continua evolución y que presenta unos retos y oportunidades muy sustanciales
que podrían aumentar la calidad del proceso de extracción de valor de los datos. Sin
embargo, al ser un campo en continua evolución, se requiere un estudio detallado y
conciso de todos los aspectos relacionados con este.

Este trabajo realiza un estudio sobre el estado del arte y los conceptos relaciona-
dos con el paradigma Big Data, las actividades y técnicas relacionadas con el proceso
de extracción de valor de los datos, y las arquitecturas de procesamiento de los mis-
mos. Este estudio se estructura en tres partes. En la primera, se contextualizan los
conceptos y actividades relacionadas con el paradigma Big Data, proponiendo una
visión global de este. En segundo lugar, se identifican las principales limitaciones, re-
tos, oportunidades, y posibles líneas de investigación relacionadas con el paradigma
Big Data. Por último, se propone una solución a uno de los retos de investigación
que se plantean en este estudio: la preparación de datos con estructuras complejas.





Table of contents

List of figures xiii

List of tables xv

1 Introduction 1
1.1 Context and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Foundations 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 The Concept of Big Data . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Big Data Pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.4 Interpretation and Delivery . . . . . . . . . . . . . . . . . . . . 19
2.3.5 Data Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.6 Data Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Big Data Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Batch Processing Architectures . . . . . . . . . . . . . . . . . . 26
2.4.2 Lambda Architecture . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Kappa Architectures . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.4 Internet of Things Architectures in Big Data Environments . . 31

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Research Findings 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Challenges and opportunities . . . . . . . . . . . . . . . . . . . . . . . 35



xii Table of contents

3.2.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.4 Data Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.5 Data Provenance . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.6 Data Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.7 Further Challenges and Opportunities . . . . . . . . . . . . . . 47

3.3 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4 Proposal 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2.1 Source Schema Description . . . . . . . . . . . . . . . . . . . . 53
4.2.2 Transformations and Target Schema . . . . . . . . . . . . . . . 54

4.3 Data Transformation Framework . . . . . . . . . . . . . . . . . . . . . 55
4.3.1 Related Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Framework Modeling . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.3 Domain-Specific Language . . . . . . . . . . . . . . . . . . . . 60
4.3.4 Case study Transformations . . . . . . . . . . . . . . . . . . . . 64

4.4 Benchmarking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Architecture and Implementation . . . . . . . . . . . . . . . . 66
4.4.2 Evaluation Design . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Evaluation Results . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5 Conclusion and Future Work 71
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

References 73



List of figures

2.1 Big Data Pipeline schema. . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Data preparation tasks. . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Traditional Big Data architecture employed for batch processing. . . 27
2.4 Lambda architecture diagram. . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Kappa architecture diagram. . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 A diagram representing the proposal of A. Taherkordi et al. [1] . . . . 32

3.1 Big Data Pipeline activities that are considered in this section. . . . . 36

4.1 Data preparation scenario. . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Transformations to be performed. Left: source schema. Right: target

schema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Data Types that are employed in this proposal. . . . . . . . . . . . . . 56
4.4 The composite design pattern. . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 UML model of the proposed transformation framework. . . . . . . . 58
4.6 Instance of the model to perform the transformation T1. Code repre-

sentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.7 Instance of the model to perform the transformation T1. Tree repre-

sentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.8 Architecture of the cluster. . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Comparison between Elapsed Real Time (left) and CPU Time (right). 68





List of tables

4.1 Dataset and Benchmarks for the evaluation . . . . . . . . . . . . . . . 67





Chapter 1

Introduction

1.1 Context and Motivation

The industrial revolutions that took place throughout history and the following
technological improvements had a high influence on people’s habits: the way they
work, use their free time and do their daily tasks evolved. Industry, technology, and
society advanced as these changes were introduced. As a result, the information
generated by humanity tends to increase exponentially [2]. Two consequences arise
in this regard. On the one hand, as the amount of data increases, the techniques
employed to store and process it become more sophisticated. On the other hand,
as technology improves, the potential value of the data increases as well. In this
respect, Peter Sondergaard, vice president of the consulting firm Gartner between
1988 and 2018, claimed that data is the oil of the 21st century [3].

Since the Sixties of the last century, systems to store digital data have been
developed. Database management systems were employed by companies to store
operational data and perform analytic operations based on descriptive statistics,
known as Business Intelligence. Although traditional database systems were useful
and are still used, these have limitations in some use cases. The emergence of
new technologies, the widespread use of the internet, and the growing impact of
the digital world on people, led to the emergence of a type of data that fulfilled
three fundamental characteristics: they were generated in bulk (volume), at high
speed (velocity), and had different semantics and structures (variety). The Big Data
paradigm managed to overcome the limitations that traditional database systems
had when dealing with this kind of data. This paradigm is meant to capture, store,
manage and analyze data which fulfill the characteristics mentioned above (volume,
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velocity and variety). Big Data Pipelines enable to the extraction of value of such
data by defining a set of activities.

In recent years, Industry is facing a new revolution, based on digital transforma-
tion [4] (i.e.,the digitalization and automation of business processes). Big Data is the
cornerstone of this digital transformation since it enables companies to analyze large
amounts of data generated not only by internal sources, but also by external ones.
Other pillars on which this digital transformation is based are: (i) the Internet of
Things (hereinafter, IoT), which allows companies to capture data from most of their
business processes; and (ii) the use of robots and autonomous systems to perform
tasks without human interaction.

For all the reasons mentioned above, Big Data is a field of great interest, widely
studied, and on which great innovations are made year after year. Consequently,
there are still many concepts, challenges, and opportunities to explore. These could
significantly improve the way in which companies benefit from this paradigm. For
instance, there are numerous limitations in the real-time data analysis, the processing
of data with complex structures, or the analysis of the quality of data.

1.2 Main Contributions

The objective of this work is to carry out a study about the state-of-the-art of Big
Data, Big Data Pipelines, and the components of a typical Big Data Pipeline. This
work has been carried out by researching studies and proposals that other authors
have recently made in the literature. As a result, several research findings have been
identified. In addition, a proposal is made based on the processing of data with
complex structures in Big Data environments. In summary, this work intends to
provide the following value in the field of Big Data:

• The contextualization of concepts and activities related to Big Data and Big
Data Pipelines given in the literature.

• The definition of a global schema which covers the activities related to a Big
Data Pipeline.

• The identification of the main limitations, challenges, opportunities, and possi-
ble lines of research regarding the Big Data field.

• A solution for the transformation of complex data structures in Big Data
environments.
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1.3 Roadmap

The remaining of this work is structured as follows: Chapter 2 includes a study
on the most important concepts about Big Data that can be found in the literature.
Chapter 3 devises the research findings about the most challenging concepts in the
Big Data context. Chapter 4 depicts the proposed approach about the transformation
of complex data structures in Big Data environments. Finally, Chapter 5 concludes
this study and draws future work.





Chapter 2

Foundations

2.1 Introduction

Big Data is an emerging area in the Information Technology field. As mentioned
previously, it is one of the most disruptive and challenging technologies which
are transforming the way in which businesses devise their strategies, objectives,
relationships with the competence, providers, customers and so on. Therefore,
it is crucial to understand the concept of Big Data, the underlying architectures,
technologies, and even the tasks that might encompass a Big Data solution.

This chapter introduces the concept of Big Data in Section 2.2, being in Section 2.3
where the most relevant concepts, tasks and activities of a Big Data Pipeline are
defined as a framework which binds the activities of the pipeline together. Finally,
Section 2.4 gives an overview of the most relevant Big Data architectures according
to the literature and Industry.

2.2 The Concept of Big Data

There is no a consensus about what is the definition of a Big Data. In 2011, the
McKinsey Global Institute defined Big Data as “datasets whose size is beyond the
ability of typical database software tools to capture, store, manage and analyze” [5].
They do not define a minimum size to consider whether a dataset is Big Data or not.
They say that this concept is relative to the available software tools, so it depends
on a particular moment in history and on “what sizes of datasets are common in
a particular industry”. This definition implicitly defines the steps in a Big Data
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process: capture, store, manage and analyze. This process will be discussed in this
chapter as part of the Big Data Pipeline section.

Many authors agree with the definition provided by the McKinsey Global In-
stitute. For instance, E. Curry et al. [6] say that “Big Data brings together a set of
data management challenges for working with data under new scales of size and
complexity”. A. Oussius et al. [7] include the data heterogeneity in this definition,
pointing out the “complex nature” of Big Data, which “require powerful technologies
and advanced algorithms”. This complex nature of Big Data was already defined
in 2001 when D. Laney forecast the massive data management problem in the next
years. It was characterized by the three dimensions of Big Data [8] [9] (a.k.a the 3 Vs of
Big Data):

• Volume. It refers to the amount of data which an organization is able to
generate and process. As discussed above, the volume of data to be considered
Big Data varies depending on the software tools capabilities and the type of
industry. This volume of data is not only generated by operational databases
but also by sensors, social networks, and other external data sources [7].

• Velocity. It refers to “the speed at which data are generated an processed”
[9]. This speed is motivated by the amount of data sources available for an
organization and the frequency with which they generate data. The same
authors mentioned that the speed at which the data is generated is a chal-
lenge. Traditionally, batch processing has been used to deal with Big Data, but
nowadays streaming processing is being used to face the velocity challenge.

• Variety. It refers to the type of data which an organization generates. This
variety is not only related to the data structure, but also to the semantic of this
data. It means that Big Data includes structured or semi-structured data, or
unstructured data, such as plain text, logs, images or videos [7] [9]. Big Data
also includes data from different domains, arising the challenge of dealing
with data with different semantics.

Some authors include additional dimensions regarding the Big Data complex
nature. Below, four of them are shown.

• Veracity. This dimension was proposed by IBM™[9], representing the “unreli-
ability and uncertainty latent in data sources”, motivated by the “incomplete-
ness, inaccuracy, latency, inconsistency, subjectivity and deception” in data.
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Other authors agree with this definition. For example, D.P. Acharjya [10] in-
cludes the availability and accountability in the veracity definition; M. Obitko
[11] includes the ambiguity, pointing at the importance of the veracity in Big
Data due to the velocity and variety dimensions (the more data is generated
and the more varied it is, the more issues in veracity may occur).

• Variability and Complexity. These dimensions were proposed by SAS™[9].
The first points at the “variation in data flow rates”. It means that the frequency
with which data is generated and processed is not uniform, varying depending
on chaotic factors. The second one refers to the complexity derived from “the
need to connect, match, cleanse and transform data received from different
sources” [12]. Both dimensions are strongly related to the velocity and variety
dimensions, and are becoming an important challenge in the Big Data context.
S. Nadal et al. [13] extends the definition of variability, including the variation
in the data itself (e.g., the schema and semantics) and changes in the data
sources.

• Value. This dimension was proposed by Oracle™[9]. It refers to the fact that
normally raw Big Data tends to be low-valued. However, in a holistic view,
the value tends to be higher [12].

• Decay. It refers to the loss of value over time [9]. It becomes quite important
in contexts of high velocity, when data is required to be analyzed in near
real-time.

Big Data enables organizations to extract value from it. Organizations that man-
age to extract knowledge from their data will have many competitive advantages [6]
by obtaining an in-depth understanding of the business [14], supporting the decision
making and innovation processes. Consequently, they will be able to deliverer better
products [15]. The set of activities which enables organizations to extract value from
Big Data is the Big Data Pipeline. Nevertheless, these activities are challenged by the
Big Data dimensions, and they must be faced up in a Big Data Pipeline. In the next
section, the process of extracting value from data is discussed, and a holistic view of
Big Data Pipelines is provided as well as a detailed description of every activity. The
architectures which enable to process Big Data are discussed in Section 2.4 .
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2.3 Big Data Pipeline

Big Data Pipeline includes the activities that enable companies to extract value from
their data. Several proposals and definitions about Big Data Pipelines and their
activities can be found in the literature. In this section, we propose a pipeline and a
definition for each activity of the Big Data Pipeline by taking into account various
studies that have been carried out in the literature.

P. Ceravolo et al. [16] define the concept of pipeline as “the coordination of
different tasks, integrating different technologies, to achieve a specific solution”. In
the Big Data context, the objective of those tasks is “to drive Big Data computations”.
These authors propose six stages: data acquisition and recording, data extraction and
annotation, data preparation and cleaning, data integration and aggregation, data processing
and querying, and data interpretation and reporting. Different tasks in relation to the
data quality are carried out between one activity and the others.

C. Ardagna et al. [17] propose a pipeline to support a model-driven methodology
oriented to Big Data services. Five high-level areas are proposed: data preparation,
data representation, data analytics, data processing, and data visualization and reporting.

P. Paakkonen2015 et al. [18] come up with a pipeline to represent the typical data
flows and the activities in Big Data processes. The activities of this pipeline are: data
extraction, data loading and pre-processing, data processing, data analysis, data loading and
transformation, and interfacing and visualization.

A concept strongly related with the idea of Big Data Pipeline is the Big Data Value
Chain, introduced by E. Curry as “the information flow within a Big Data system as
a series of steps needed to generate value and useful insights from data” [6]. Five
activities compose this value chain: data acquisition, data analysis, data curation, data
storage, and data usage. In this work, we will consider the Big Data Pipeline as an
enabler for this value chain.

These definitions concur that a Big Data Pipeline is a process composed of a set
of activities whose objective is to extract value from data. According to the pipelines
proposed in the literature and the definition of the activities that compose them, a
global framework for Big Data Pipelines is proposed. This is represented in Figure
2.1 and it is composed of six major activities that are described below.

• Data Acquisition. It is intended to collect the information from data sources,
and to ingest data in order to transport it to the next activity in the pipeline. A
prior quality filter can be applied before the ingestion. P. Ceravolo et al. [16]
include this objective in the pipeline that they propose as the data acquisition
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Fig. 2.1 Big Data Pipeline schema.

and recording stage. P. Pääkkönen et al. [18] represent the data acquisition as
the act of collecting the data from the data source in the data extraction activity.
The ingestion is implicitly performed in both data extraction and data loading
and pre-processing. E. Curry [6] also includes this activity in the Big Data value
chain.

• Data Preparation. The objective of this activity is to prepare data for its pro-
cessing in the next activities by formatting, cleaning or fixing it. Six tasks
implement techniques which enable data preparation: data integration, data
fusion, data transformation, Extract-Transform-Load, data wrangling and data
cleaning. P. Ceravolo et al. [16] propose three stages which conform it: Data
Extraction and Annotation for the data formatting and restructuring, data prepa-
ration and cleaning in order to clean, enrich and improve the privacy of data,
and data integration and aggregation for integrating and standardizing data from
several sources. C. Ardagna et al. [17] consider two areas which have similar
objectives to those previously exposed: data preparation and data representation.
P. Pääkkönen et al. [18] propose the data processing activity, which have similar
objectives to the data preparation as has been defined. E. Curry [6] includes
these tasks into the data curation and data analysis activities.

• Data Analysis. The data analysis intends to extract value from data by mining
it. Both Business Intelligence and Data Science can be applied in order to reach
it. P. Ceravolo et al. propose the data processing and querying stage, whose
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objective is “querying and mining Big Data”. C. Ardagna et al. [17] include
these objectives in the data analytic area. Both P. Pääkkönen et al. [18] and
E.Curry include a data analysis activity in their proposals.

• Interpretation and Delivery. It is intended to be the final activity in a Big
Data Pipeline. It aims to report the value extracted from data through the
pipeline to benefit the business activities which require it. P. Ceravolo et al.
[16] include the data interpretation and reporting activity which conforms these
goals. C. Ardagna et al. [17] propose the data visualization and reporting area
as the one responsible for the representation of the results. P. Pääkkönen
et al. [18] consider two activities: data loading and transformation, which is
intended to transform and transfer the results of the analysis, and interfacing
and visualization, which is responsible for visualizing and reporting the results.
E. Curry [6] mentions the Data Usage activity with the objective of integrating
the results of the data analysis within the business activity.

• Extensions. It comprises a set of activities which can be carried out in parallel
with the other activities. The extensions included here must guarantee the
quality, security and legal requirements over the whole process. Three sub-
activities have been identified: data quality, data provenance, data curation,
and data security. P. Ceravolo et al. [16], C. Ardagna et al. [17] and E.Curry
[6] implicitly include data quality, provenance and security tasks in their
proposals.

• Data Storage. This is also a transversal activity. Its objective is to persist and
provide access to the data when required. P. Ceravolo et al. [16], C. Ardagna et
al. [17], P. Pääkkönen et al. [18], and E.Curry [6] also perform storage tasks in
their proposals.

There are some activities in the previously cited pipeline definitions which are
not covered by the Big Data Pipeline which have been proposed above. One of
them is the data processing, proposed by C. Ardagna et al. [17]. In accordance with
these authors, this area is intended to manage both the data flow and the paralleliza-
tion. Nevertheless, in this work, these aspects of Big Data will be considered as
architectural issues that are discussed in Section 2.4.

The next subsections analyze the impact of the Big Data dimensions in each
activity of the pipeline.
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2.3.1 Data Acquisition

The data acquisition concept has been defined by several authors. K. Lyko et al. [19]
define it as the process of “gathering data from distributed information sources with
the aim of storing them in scalable, Big Data-capable storage”. M. Shah [20] uses this
concept to define the acquisition of data from edge devices in IoT contexts with the
objective of transferring it through a network. S. Poornima et al. [21] hold that data
acquisition is a process which comprises the following phases: (i) data collection
from “real world objects”; (ii) data transmission into a storage system; and (ii) data
pre-processing. P. Ceravolo et al. [16] include the need of interpreting the source as
well as filtering data depending on its relevance.

There is not a specific consensus about the objectives of data acquisition. While
some authors concentrate on the collection of data, others include the transmission
to another stage or even the pre-processing of it. For this reason, in this work two
phases are considered in regard to the data acquisition process:

• Data collection. It comprises the collection of data from data sources such as
databases, edge devices, etc.

• Data ingestion. It comprises the delivery of the collected data so that it can be
pre-processed or processed in a data pipeline.

Data acquisition entails some challenges itself. Regarding the Big Data dimen-
sions, the process of data collection and ingestion must deal with high volumes
of data at high velocities and wide varieties of formats and schemata [19]. It be-
comes especially critic in IoT contexts [20], where edge devices continuously collect
information with heterogeneous format and semantic.

In order to enable data acquisition, a framework to collect data from distributed
data sources is required [19]. Data sources may use different protocols in order to
facilitate the information retrieval from them. The framework must be able to use
these protocols so that they can communicate and interpret the information given
by the data sources and transfer it to the next step in the pipeline.

Data acquisition also challenges the veracity, variability and value dimensions.
There are still research issues regarding the relationship between data acquisition
and these Big Data dimensions that are considered and discussed in Chapter 3.
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2.3.2 Data Preparation

There are several definitions of data preparation in the literature. C. Ardagana et
al. [17] say that data preparation includes the activities whose aim is to prepare
data for analysis. While G. Mansingh et al. [22] state that data preparation consists
of “identifying quality data and formatting it appropriately”. They identified three
tasks: cleaning the data, constructing the data, and transforming the data format.
The task related to the construction of the data is intended to calculate derived
properties, discretize variables and carry out data integration when required. In
Industry, data preparation is defined as the process of transforming raw data into
a clean dataset [23]. Data cleaning, data integration and data transformation are
part of this process. The data preparation requires a high dependence on both
data scientists and experts in the problem domain [22]. This dependence makes
this activity one of the most error-prone and time-consuming tasks in the Big Data
Pipeline.

By taking into consideration these definitions, we propose the following defini-
tion of data preparation: the process which aims to transform raw data into a clean
dataset in order to facilitate its consumption, considering a clean dataset the one
which fits a specific schema, format, and a set of quality, security and privacy rules.

There is a set of techniques which can be found in the literature and Industry
based on (i) the modification of the data structure and/or the value of data or (ii)
data filtering. These techniques have been collected and depicted in Figure 2.2.

Fig. 2.2 Data preparation tasks.

Big Data dimensions have an impact in the use of data preparation in the Big
Data context. In this stage, data may come from thousands of different sources
with heterogeneous schemata at non-uniform high speed rates, generating large
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amounts of data. Advanced algorithms and computation capabilities are required
to overcome the challenges derived from the volume and velocity dimensions.
Variety dimension is an important stumbling block, especially in the context of data
integration, where many data schemata must be homogenized. Other dimensions
(e.g., veracity, variability and complexity) have an important impact in the data
preparation. The veracity is crucial to succeed in the other steps of the Big Data
Pipeline. Data preparation must make an effort to improve the quality of data
during the process of integration and transformation by formatting and filtering
data. Variations in data flow rate and the need to integrate them imply that the
variability and complexity dimension have influences in the preparation process.

Data Integration and Data Fusion

X. Dong et al. [24] define data integration as the process which has the goal of
“providing unified access to data residing in multiple, autonomous data sources”. B.
Arputhamary et al. [25] define data integration as a process which consists of the
data transfer from a source schema to a target one. In Industry, data integration [23]
is considered the process which enables to combine data from different sources to
conform consistent data.

According to X. Dong et al. [24], three steps conform the data integration process:
(i) schema alignment, (ii) record linkage and (iii) data fusion.

• Schema alignment. It is intended to solve the problem that arises when the
same reality is represented with different schemata. In order to solve it, it must
identify attributes with the same semantic in every schema.

• Record linkage. Once aligned the semantics of attributes in source schemata, it
is necessary to unify the format of the attributes which have the same semantic.
X.Dong et al. [24] point at typo errors and multiple naming conventions
as examples of differences between value format. Differences between date
formats, and numeric representations are also examples of it.

• Data fusion. It is intended to solve conflicting values which remain after the
record linkage step due to “inconsistencies in the interpretation of the seman-
tics, outdated information, incorrect calculations [...]”. It does so by selecting
the true value between a set of inconsistent values for a given attribute.

Regarding the data fusion, it has two different meanings in the literature. Y.
Zheng [26] defines both of them. The first one considers data fusion in the context
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of data integration in the same way as X. Dong et al.: “data fusion is a process of
integration of multiple data representing the same real-world object into a consistent,
accurate, and useful representation”. The second definition defines data fusion
as a process to combine data from totally different domains so that data analysis
techniques can combine knowledge from several domains. While this process is
similar to data integration (both of them combine data from multiple sources), there
are some differences between them. The most important is that the data integration
is meant to process data in a batch-oriented paradigm, while data fusion is stream-
oriented, being specialized in time-series data. Data fusion also uses data reduction
techniques in order to simplify and increase the relevance of data [27] [28].

Both data integration and fusion are affected by the three main Big Data dimen-
sions. Algorithms and techniques must deal with the volume and variety of data.
Data preparation in general, and data integration and fusion in particular, are the
activities in which the variety dimension has the greatest impact. As mentioned in
this section, data integration techniques are specially designed to unify different
schemata and data formats. Therefore, a high variety complicates the integration
process. The veracity dimension also has an important impact in the integration
and fusion process due to data inconsistencies, different formats, etc. Regarding the
variability and complexity dimension, data fusion is the most challenged due to its
stream-oriented condition.

Data Transformation

P. Cong et al. [29] define data transformation as the conversion, reformatting,
computation and rebuilding of data. In industry, data transformation is considered
the process which “convert raw data into a specified format according to the need
of a model” [23]. This reference mentions three tasks in the data transformation:
normalization, aggregation and generalization.

According to these definitions, in this work data transformation is defined as
a process which includes the schema conversion, the transformation of existing
attributes and the creation of new ones. This process is applied to unstructured,
semi-structured and structured data schemata. The transformation process can
be carried out as a part of other data preparation tasks, such as data integration,
Extract-Transform-Load or data wrangling.

Data transformation is mostly affected by the variety dimension since the exis-
tence of complex data structures with nested array and schemata makes this process
non-trivial.
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Extract-Transform-Load

The Extract-Load-Transform (ETL) [30] paradigm has been traditionally used to
deal with data and schema transformation in the data-warehouse context, enabling
analysts to perform data extraction from heterogeneous data sources, data cleans-
ing, data formatting, data integration, and data insertion. Although this is an old
technique widely used before the Big Data paradigm emerged, this technique is still
useful in the Big Data context to prepare data for its consumption by easing tasks
related to the integration of data from different sources by unifying the data schema,
the modification and formatting of data to uniform its format, and the unification of
data in a single stream. One of the most significant use cases in the Big Data context
is the preparation of data to perform Business Intelligence analytics. Nevertheless,
ETL presents some limitations [31] which can be solved by combining this technique
with other data preparation techniques. The lack of support for unstructured or
semi-structured data schemata, and the lack of techniques to improve data quality
are examples of these limitations. Another one is that this technique requires high IT
technical acknowledgement and programming skills.

Data Wrangling

In recent years, a new paradigm for data preparation called data preparation self-
service or data wrangling has emerged [32]. The idea behind it is that non-expert users
can carry out data preparation tasks, being able to deal with unstructured, semi-
structured and structured data coming from multiple data sources. This paradigm
solves some problem derived from traditional data preparation techniques, con-
tributing to the reduction of the implication of IT-experts. In this way, the gap
between domain experts requirements and technology is smaller [33].

Data wrangling has become the cornerstone of this new paradigm. It enables non-
expert users to transform raw data into the format required by the data consumers
[23]. For instance, The By-example paradigm [34] [35] is being used to facilitate the
data transformation task by simply providing examples on how is the input format
and how would be the output.

In accordance with J. Hellerstein et al. [33], data wrangling consists of the
following tasks:

• Discovery and assessment. This task is expected to find out basic information
about the nature of the data (e.g. its structure, its format, etc.).
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• Structuring. It is intended to perform the required data transformations which
imply a change in its structure.

• Cleaning. It consists of the filtering of low-quality data.

• Enriching and blending. It aims to improve the consistency, accuracy and
completeness of the data.

• Optimizing and publishing. It consists of the optimization of the data struc-
ture in order to make it more suitable for its consumption and the transmission
to the next step in the pipeline.

Data wrangling is affected by the aforementioned Big Data dimensions. In this case,
the variety is critic, because it strongly conditions the structuring task. Nevertheless,
this process might be benefited from the volume of Big Data due to the need of
collecting information about the data and its context to facilitate these tasks, leading
to an improvement in the quality of the results [35].

Data Cleaning

P. Cong et al. [29] said that the objective of the data cleaning process is to “clear
wrong data values and redundant records [...] according to a set of cleaning rules
[...]. The ultimate goal of data cleaning is to improve data quality”. Data cleaning
is hence an important component of the quality assurance process. Although most
authors place this task in the data preparation context [36] [24] [29], others place
it in further activities of the pipeline. For example, E. Curry [6] incorporates data
cleaning in the data acquisition activity.

2.3.3 Data Analysis

Data analysis is the key activity in the Big Data Pipeline. It is meant to extract
value from data. Depending on the objective of the analysis and on the type of
value to extract from the data, analytic techniques can be descriptive, predictive, or
prescriptive [21].

• Descriptive Analysis. Data is used to identify a particular phenomena and to
analyze its reasons.

• Predictive Analysis. Data is used is to predict future events by using historical
data.
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• Prescriptive Analysis. It tries to make the best decision to take advantage or
mitigate either a known or a predicted fact calculated by using descriptive or
predictive analysis, respectively.

Traditionally, and even before the Big Data paradigm burst into the scene, orga-
nizations had been performing Business Intelligence in order to extract value from
their data. When Big Data came into scene, it enabled a new disciplined whose
mission was to extract further value from data: the Data Science [37]. While both are
intended to extract value from data, there are some differences between them.

Business Intelligence

The term Business Intelligence became popular in companies in the 1990s [38].
Traditionally, it has been based on the descriptive analysis on structured operational
data sources to support decision-making by answering questions about what have
been happening in the organization [39].

Both descriptive statistics methods and query engines are enablers of Business
Intelligence, allowing businesses to find out data which fit a particular pattern or
a set of them. In order to perform queries, a structured data model is needed. The
data model must be able to answer the questions related to a business report [40]. In
general, the queries are typically written in SQL language.

In short, Business Intelligence extracts value from data by answering questions
about what happened in the past. These are answered in a business report that
is built by performing queries and applying descriptive statistical methods on a
structured data model.

Business Intelligence is mostly impacted by the volume and velocity Big Data
dimensions. Since queries and non-computational-complex calculations are typically
required, the amount of data to process and the speed in which it is generated and
demanded are key factors in the efficiency of a data analysis. On the other hand, the
veracity dimension also impacts the Business Intelligence process. As B. Schmarzo
[41] states, the accuracy of the data is a critical aspect in order to obtain high quality
reports.

Data Science

Data Science [37] is a discipline that became popular when Big Data came into scene.
Therefore, Big Data was in fact an enabler for data science. According to V. Dhar et
al. [42] Data Science is “the study of the generalizable extraction of knowledge from
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data”. The kind of knowledge that is extracted from data consists of patterns which
fit the observations (i.e., the data), unlike Business Intelligence, which is meant to
find out the observations (i.e., the data) which fit a pattern or a set of them. Here is
where the predictive and prescriptive analysis come into scene.

From the point of view of a company, data science tries to answer two kinds
of questions, depending on the type of analysis to apply [43]: “What is likely to
happen” (it is answered by applying predictive analysis) and “What should we do”
(this question is answered by using prescriptive analysis).

Another key difference from Business Intelligence, is that one of the Data Science
fundamentals is the need to deal with unstructured data unlike Business Intelligence,
which as mentioned above, it was thought to deal with structured data.

Many techniques to carry out data science have been developed. Machine
learning algorithms are one of the most employed techniques to perform predictive
and prescriptive analytics. It is meant to (i) discover knowledge and (ii) make
decisions automatically [7]. These algorithms must be trained by using a dataset.
The training process infers patterns in data and creates a model. The model is
employed to select (predict) the pattern which better fits new instances of data.
Machine learning algorithms can be classified in different ways depending on (i)
what type of value must be predicted; and (ii) how is the dataset used to train the
algorithms [44].

On the one hand, depending on the type of value to predict, there are two major
types of algorithms:

• Regression algorithms. These type of algorithms are meant to predict contin-
uous values.

• Classification algorithms. These type of algorithms are meant to predict
discrete values.

On the other hand, depending on how is the dataset which is employed to train
the algorithm, there are two major types of them:

• Supervised learning. Each tuple of the dataset has the observation and the
value that should be returned by the algorithm.

• Unsupervised learning. Each tuple of the dataset only has the observation.
The algorithm must find out common patterns among the data and assign
them a value.
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In recent years, a disruptive technique to perform predictive and prescriptive
analytics has emerged: Deep learning. These algorithms are able to outperform
machine learning algorithms in many cases (e.g., analysis of images, texts, and
similar) [45]. However, deep learning entails more computational complexity, and
therefore, it requires high computational resources in order to work efficiently.

Prescriptive analysis can also be performed by using Constraint Optimization
Problems. This technique can be used to support the decision-making process by
analyzing either organizational datasets or the results of a predictive analysis. The
use of this technique in Big Data environment is still a research issue. L. Parody et al.
[46] proposed an approach in that direction.

In regard to the Big Data dimensions, Data Science is more conditioned than
Business Intelligence regarding the volume and velocity dimensions due to the
computational complexity of the algorithms. The veracity dimension also as an
impact in data science. According to B. Schmarzo [41], the quality of data conditions
the results of the analysis.

2.3.4 Interpretation and Delivery

Interpretation and delivery intends to be the final step in a Big Data Pipeline. Its
objective is to deliver the value extracted from the pipeline by interpreting and
exposing the results to either a final user or a service.

Other authors have included similar steps in the Big Data Pipeline. For example,
P. Ceravolo et al. [16] included the data interpretation and reporting step in their
proposal. The objective of it step is to perform an exhaustive interpretation of the
results in order to “verify the assumptions that allow drawing safe conclusions”. In
the context of the Big Data value chain, T. Becker [47] defines an activity (i.e., data
usage) of which objective is to give support to business activities which needs to
access data and the results of the analysis, among others. The ultimate goal is to
facilitate the decision-making activity.

As the final step in a Big Data Pipeline, it must adapt the results of the data
analysis in order to enable its usage. The way the results are interpreted and
delivered strongly depends on the consumer and the ultimate objective of the whole
Big Data Pipeline. For instance, if the data analysis activity returned values about
predictions, the results must be properly formatted and presented to a business
manager to facilitate the decision-making. In this case, a report or a query engine
may be suitable to achieve this objective. However, if the consumer is a service such
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as a cyber-physical system, the predictions must be interpreted so that this service
can understand and act in accordance with the prediction.

To summarize, the possible consumers of the interpretation and delivery activity
are listed bellow. The tasks that might be necessary in order to fulfill the consumer
requirements are specified.

• Final User. A human person such as a business manager or employee may
be the consumer of the interpretation and delivery step. Results may be
interpreted and delivered to this final user by means of a data visualization
tool and a query engine. On the one hand, the visualization tool can give
support to the interpretation of the results by giving the possibility of creating
custom reports. On the other hand, a query engine can help to the final user if
the pipeline is generating a data flow by supporting the search for results that
fit some conditions.

• Service. The consumer of the interpretation and delivery step may be a non-
human entity. The Big Data Pipeline is expected to give support to a service
such as other Big Data Pipelines, monitoring systems, information systems or
cyber-physical systems. These services can consume the pipeline results by
means of an Application Programming Interface (hereinafter, API) of which
objective is to properly interpret the analysis result and to enable its consump-
tion.

This step is especially challenged by the velocity and volume. The velocity can be
challenging when the pipeline returns a data flow. The interpretation and delivery
process must be capable of satisfying both the frequency with which results are
generated and the demands of consumers. Regarding the volume, visualization
tools, query engines and APIs must deal with a scenario in which large amounts
of result data are generated. Other dimensions such as the veracity, variability and
complexity can be a challenge. On the one hand, the results of the data analysis
could be tested in order to verify their quality and relevance. On the other hand, if
the pipeline returns a data flow, the variation in the speed rate at which results are
delivered can challenge the interpretation and delivery process.
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2.3.5 Data Storage

Data storage is one of the fundamental pillars of the vast majority of Big Data
Pipelines. In this context, the data storage provides both reading and writing
capabilities in any other pipeline activity.

The volume, velocity and variety dimensions have a direct impact on the data
storage activity. Storage technologies must be capable of storing large volumes
of data, satisfying the demand for reading and writing, and supporting data with
heterogeneous structures. To address these challenges, different types of storage
systems suitable for Big Data environments have been developed. These systems
typically use distributed data storage, implement complex search engines and sup-
port real-time queries [48]. An example of a distributed data storage is the HDFS
paradigm [49]. On the other hand, to deal with heterogeneous data, different
paradigms specialized in different types of data have been developed. An example
is the NoSQL paradigm, which supports semi-structured data.

2.3.6 Data Extensions

The Data Extensions are key activities in a Big Data Pipeline. These are carried out
during the whole life-cycle of the pipeline with the aim of ensuring quality, security
and privacy requirements. While most of them have direct or indirect impact on
the entire Big Data Pipeline, others are focused on some specific steps of it. These
activities are described bellow.

Data Quality

Data quality [50] is a condition of data which is assessed by using a set of variables
called data quality dimensions. The data quality task is meant to monitor and measure
such condition. I. Taleb et al. [36] indicated that data quality is mostly employed in
data preparation. They also said that the quality depends on the problem domain, the
methods and the measures employed to assess it. The ISO standard ISO/IEC 25012
[51] states that data quality is the degree to which data satisfies the requirements
of the user. These can be classified in a set of characteristics or dimensions. The
data quality model devised in this standard classifies them in two types: (i) inherent
data quality, which refers to those dimensions that assess the quality depending on
the “intrinsic potential” of data needed to satisfy a set of quality requirements (e.g.,
accuracy, completeness, consistency, credibility, and currentness); and (ii) System-
Dependent data quality, which considers those data quality dimensions which are
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dependent on the technological context in which data is processed (e.g., availability,
portability, and recoverability). In this study, inherent data quality dimensions are
considered in accordance with the definitions given in the standard ISO/IEC 25012
[51]:

• Accuracy. It is the degree in which data attributes precisely represent the true
value of its attributes.

• Completeness. It is the degree in which there are enough values for all the
attributes so that it can faithfully represent the event.

• Consistency. It is the degree in which the data is not contradictory neither
with itself nor with other data.

• Credibility. It is the degree in which data is trustworthy and credible for users.

• Currentness. It is the degree in which data is consistent with the temporal
context of its creation.

Data quality is a major problem in the Big Data context. As A. Freitas et al. [52]
state, the quality of the results in a data analysis process depends on the quality
of the data employed in that process, which has a significant impact in business
operations such as decision-making. In this regard, A. Siddiqa et al. [53] also claimed
that poor quality data is a problem for organizations, and techniques to detect and
clean this type of data are needed. Nowadays, the quality of captured data tends to
decrease as unstructured data are generated at high scale [54].

Data quality is intended to deal with the veracity Big Data dimension by max-
imizing the reliability, certainty and consistency of data. Nevertheless, the data
quality assurance process is conditioned by other Big Data dimensions such as the
volume, velocity and variety [36]. Consequently, data quality algorithms must be
capable of processing large amounts of heterogeneous unstructured, semi-structured
or structured data at high speeds.

Data Provenance

Data provenance is the process of finding out the origin, the context in which data
was created, and all the transformation process that generated that data [55] [16]. C.
Ardagna et al. [56] remarked the importance of the data provenance as a key aspect
in the Big Data since it is meant to increase the reliability of data analysis.
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Thanks to data provenance, both final users and other Big Data services or
activities can benefit from this information. For instance, data quality processes
can be significantly improved by means of the data provenance. As E. Freitas
et al. [52] stated, “some data quality attributes can be evident by the data itself,
while others depend on an understanding of the broader context behind the data”.
The provenance, processes, and actors which take part in the data generation are
examples of the context of data which can be used to assess the credibility of both
the data and the whole process. These authors define data provenance in the context
of data curation as a cornerstone for providing the required context to select reliable
data. They also stress that the decisions taken in the curation process must be
captured an registered by the data provenance.

Another example is the security and privacy. In this context, data provenance can
help to improve dimensions such as the integrity, the availability, the confidentiality,
and especially the privacy.

As mentioned above, data provenance is a cornerstone to improve the quality
of the services provided by Big Data, and hence, it takes part in the whole Big
Data Pipeline. The following list describes the impact of data provenance on the
remaining steps and activities on a Big Data Pipeline.

• Data acquisition. Data provenance must record metadata related to the col-
lection and ingestion of the data (e.g., the data source, the moment in which
the data was generated, the author, the channels used to transfer the data, the
filters and transformations applied to data during its ingestion, and others).

• Data preparation. As mentioned above, keeping track of the transformation
applied to data is a major issue in the data provenance process. At the same
time, it must provide information to the data quality process to facilitate data
curation, cleaning, wrangling, transformation, integration and fusion tasks.

• Data analysis. The data provenance must record all the operations carried out
to the data during its analysis [57]. Nowadays, advances in data science are
pointing out [58] the need to understand machine learning and deep learning
models and find out why they make certain decisions. Data provenance is key
in this new paradigm.

• Interpretation and delivery. If required, the data provenance must be inter-
preted and delivered so that it can be consumed.
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• Data Storage. It must be able not only to store the metadata, but also to main-
tain the relationship between the data itself and its corresponding metadata.

In the Big Data context, data provenance is strongly impacted by the volume,
velocity and variety dimensions. Dealing with large amount of heterogeneous data
is still a research issue in data provenance [59].

Data Curation

According to [60], data curation is “the active and on-going management of data
through its life-cycle of interest and usefulness [. . . ]. Curation activities and policies
enable data discovery and retrieval, maintain data quality and add value, and
provide for re-use over time”. In the context of the Big Data value chain, A. Freitas
et al. [52] defined the data curation activity as the process that “provides the
methodological and technological data management support to address data quality
issues maximizing the usability of data”. These authors also remark the importance
of the curation in the data integration and transformation tasks because it must
facilitate these tasks to non-IT-experts. From this point of view, data curation is a
key enabler of the self-service paradigm as described in Section 2.3.2.

In the same way, M. Stonebraker et al. [61] define this activity as “the act of
discovering a data source of interest, cleaning and transforming the new data,
semantically integrating it with other local data sources, and deduplicating the
resulting composite”. In this work, they remark the differences between traditional
integration techniques such as ETL and data curation.

Although data curation mostly gives support to the data preparation step, it also
takes part in other steps such as the data acquisition [61]. Data curation is then an
activity which covers the whole life-cycle of data. It is concerned about data quality,
the usefulness of data in the future, and the preservation of its value. Accordingly,
C. Rusbridge [62] pointed at the need of an active and planned intervention in
data. Regarding the self-service paradigm, data curation not only facilitates data
transformation and integration tasks, but also the selection of relevant data sources
which can enrich the data life-cycle. In conclusion, we consider data curation as
an activity which gets benefited from the data quality and provenance tasks by
combining the knowledge acquired from both of them in order to support other
actvities of the Big Data Pipeline.
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Data curation has become a major problem [63] in the Big Data context due
to the volume and variety dimensions. The more data is generated and the more
heterogeneous it is, the more quality, provenance, security and privacy issues appear.

Data Security

The data security activity consists of ensuring the integrity, availability, confidential-
ity and privacy of both the data and the whole Big Data Pipeline.

Data security is present in the whole Big Data Pipeline because it has influence
in the rest of the activities [53]. The data security in Big Data environments can
be studied from several points of view [64]: (i) the security of the underlying
infrastructure; (ii) the access control policy; (iii) the real-time monitoring; and (iv)
the privacy and confidentiality of the data.

The rise of the data security and privacy issues are motivated by the great
expansion that the Big Data and IoT paradigms [65] [20] have experienced in recent
years. The incorporation of business models based on Big Data and the irruption
of IoT-based technologies make it necessary to guarantee data security and protect
the privacy of the users. Recent regulatory frameworks related to data privacy also
mark the importance of this activity in the pipeline [16] [53].

The implementation of security and privacy techniques in Big Data environments
is challenged by the nature of Big Data, especially by the velocity, volume, and vari-
ety dimensions. As in the case of other activities, the huge amount of heterogeneous
data that is generated at high speed challenge the control of the security of the data
and all the activities which are part of the pipeline.

2.4 Big Data Architectures

Big Data architecture refers to the high-level components that enable the activities
of a Big Data Pipeline. An architecture must be able to ingest and process large
amounts of data, deal with both the intrinsic dimensions of Big Data [66], and the
requirements of the use case, business process or context in which a data-driven
solution is required. The Big Data Architecture guide created by Microsoft™[67]
considers three basic use cases: (i) Big Data storage; (ii) data transformation and
analysis; and (iii) capture, processing, and analysis of data streams in real-time.

Based on the literature, Big Data architectures might be characterized by the
following aspects [68] [69]:
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• Scalability. It is the capability to keep performance in case there is a growth
in workloads. Systems can scale in two manners: horizontally and vertically.
On the one hand, horizontal scaling [68] consists of distributing the workload
across additional machines. On the other hand, vertical scaling consists of im-
proving the features of a single machine. Big Data architectures must facilitate
both kinds of scalabilities, especially the horizontal scaling, which is the most
complex in terms of software implementation. The use case conditions the type
of scalability to choose. For instance, iterative data analysis algorithms [68]
work better in vertically-scaled systems because horizontally-scaled systems
might overload network connections.

• Fault tolerance. It refers to the ability to continue operating correctly in case
of any error [69]. Most Big Data architectures are required to be fault-tolerant
and less error-prone by abstracting users from complex and repetitive tasks.

• Latency. The latency is the time the system takes for operations to be com-
pleted. As N. Marz et al. [69] say, most of the Big Data use cases require low
latency. Getting low latency is not trivial, and it greatly influences the design
of a Big Data architecture.

• Extensibility. It is the degree that the architecture is able to implement new
functionalities and to support changes in the use cases.

• Generalization. It refers to the capability of the system to be adapted to new
use cases.

Next subsections expose the most employed architectures in Industry to process
large amounts of data. First, traditional Big Data architectures are introduced. Finally,
two architectures for streaming data processing are described: the lambda and the
kappa architectures.

2.4.1 Batch Processing Architectures

The first architectures for Big Data processing arose from the need to process large
amounts of distributed raw data. Due to the volume, variety, and the velocity in
which data was generated, traditional database systems were not able to offer proper
scalability. In addition, software development in these systems became too complex
[69] because programmers had to concern about the distributed nature of these
systems (i.e., they were not abstracted from it).
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Fig. 2.3 Traditional Big Data architecture employed for batch processing.

In 2004, J. Dean et al. [70] proposed the MapReduce paradigm as one of the first
solutions that enabled to solve the Big Data problem. It was based on a scalable,
fault-tolerant, and robust architecture, abstracting developers from the distributed
nature of the architecture. In this paradigm, the programmer had to specify the
operations to be applied to the data. The software was executed autonomously
when the programmer specified it. This is called batch processing.

From the logical point of view, Big Data architectures for batch processing are
based on two types of components (i.e., master and worker) [70]. The aim of the
architecture is to distribute the work among several workers, being the master
component responsible for distributing the tasks. In a distributed system, there are
several instances of these components. Figure 2.3 shows an example of a Big Data
architecture for batch processing.

These architectures are scalable, fault tolerant and robust. On the one hand, their
distributed nature makes it easier to scale horizontally. On the other hand, these
architectures managed to abstract the developer from complex tasks related to the
distribution and data processing, making it more fault tolerant and robust. The main
limitation is that they tend to have very high latency. Therefore, these architectures
are not appropriate to execute queries, make views or perform analysis in real-time
scenarios.

2.4.2 Lambda Architecture

Traditional Big Data architectures succeeded in providing fault-tolerable and hori-
zontal scalable solutions. Thanks to these architectures, solutions to deal with the
volume, velocity and variety Big Data dimensions were developed.
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Fig. 2.4 Lambda architecture diagram.

On the other hand, these Big Data architectures were designed to perform batch
processing. As explained above, this partially solves the problems of scalability and
fault tolerance. Nevertheless, the latency of this type of architectures is very high.
Some use cases require low-latency writing and/or reading operations. Hence, an
architecture which requires real-time access to data is needed.

N. Marz et al. [69] proposed the lambda architecture in order to solve the problem
of reading latency on data flow processing. It enables to make views and to perform
queries to historical data, including the data that entered into the system at the
moment in which the query was performed. In this way, it is possible to obtain
updated results in real time.

The lambda architecture combines both batch-based and streaming-based data
processing architectures. A diagram representing the lambda architecture is shown
in Figure 2.4. The entry-point is a message provider that generates data in real time.
The end-point of the architecture is a consumer whose objective is to make queries.
Three layers are responsible for processing data.

• Batch layer. It receives and stores all messages sent by the message provider
in real time. Its main function is to execute a job every certain period. The
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objective of this job is to aggregate, structure, format, or perform other oper-
ations on the entire set of historical data in order to facilitate the subsequent
processing. N. Marz et al. [69] highlighted the task of creating a fact-based
model to facilitate subsequent indexing and querying tasks.

• Serving layer. It intends to create views from the results of batch layer jobs.
These views enable to execute low-latency queries on the data generated as
a result of the batch layer jobs. The serving layer is generally a database
that must have four fundamental features [69]: (i) batch-writing support; (ii)
scalability; (iii) low latency in random read operations; and (iv) fault tolerance.

• Speed layer. The speed layer receives data in real time and performs the same
operations as in batch layer on demand. The dataset in the speed layer is
smaller than in the batch layer because it only contains data generated since
the last execution of the batch layer job.

One of the most significant features of the lambda architecture [69] is that data re-
mains immutable during the whole process. The corresponding jobs are responsible
for making aggregations and other operations that create new data from historical
data.

The main advantage of the lambda architecture is the low latency. Thanks to the
precomputed batch views, the speed layer does not have to process all the historical
data on demand, but only those data that were generated since the last time the batch
view was processed. This architecture facilitates the generalization and extensibility
characteristics. On the one hand, it could be customized for multiple use cases that
require real-time and low-latency access to data. On the other hand, it could be
adapted [69] to new features or changes throughout the life-cycle of the system.

Although the lambda architecture significantly reduces latency problems, it
presents a major drawback due to the complexity derived from maintaining and
developing solutions based on this architecture. Two different architectures are
required to be implemented in a lambda architecture, adding more complexity to
tasks such as maintenance and debugging. Therefore, lambda architecture requires
to develop the same software for at least two different technologies, making devel-
opment tasks even more complex. J. Kreps [71] highlighted this problem, noting
that developing software based on Big Data technologies is not a trivial task.
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2.4.3 Kappa Architectures

As explained above, the lambda architecture solved latency problems by performing
readings on both historical and real-time data. However, the deployment of two
different architectures is required. J. Kreps [71] pointed out these problems and
proposed an alternative solution.

A diagram representing this architecture is shown in Figure 2.5. The kappa
architecture combine the speed and the batch layer into a single layer, which is
called streaming layer. In this way, the complexity derived from having to implement
and maintain two different architectures is eliminated. The consumer access the
data through the serving layer, which stores the results sent by the streaming layer,
which is responsible for processing the data in real time and delivering the results
to the serving layer. Historical data would be reprocessed only if the request of the
consumer changes. If a reprocessing of historical data is required, the streaming
layer would instantiate a second instance of the processing engine [71].

Fig. 2.5 Kappa architecture diagram.

In addition to providing access to data with low latency, the kappa architecture
simplifies the design, facilitates its implementation, maintenance, and software
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development. In conclusion, the kappa architecture provides low-latency access to
data, and its design is simpler than the lambda architecture.

Regarding efficiency, it does not improve the lambda architecture, as remarked in
the study conducted by V. Persico et al. [72]. In this study, the authors found that the
lambda architecture slightly improves the kappa architecture in terms of execution
time. Nevertheless, this study highlights that the performance kappa architecture
improves better than the lambda architecture on vertically-scaling.

2.4.4 Internet of Things Architectures in Big Data Environments

The IoT concept refers to the connection of hundreds and thousands of devices to
the Internet and to each other. The data generated in IoT contexts [73] can reach
the three dimensions of Big Data: volume, because of the large amounts of data
generated in short time by these devices; velocity, due to the speed with which the
devices are able to capture and send the data; and variety, because of the format of
the data may differ depending on the sensor or device that generates it. Therefore,
IoT might challenge the data acquisition activity in the Big Data Pipeline. For this
reason, some authors have put their efforts in studying IoT within the Big Data
paradigm [73] [1] [74].

A. Taherkordi et al. [1] introduced the IoT Big Services concept. It refers to
the integration of large amounts of data-centric services. It must meet the follow-
ing requirements: (i) scalability; (ii) extensible; (iii) spatial and temporal context
maintenance; and (iv) being based on network architecture and service model. The
model of services proposed by these authors is based on tree structures, where the
devices that capture the data are placed on the leaves, and are interconnected among
them according to the spatial location or the type of service they offer. In this way,
different devices can be connected, facilitating the management of these. Figure 2.6
summarizes this idea.

C. Cecchinel et al. [74] proposed an architecture based on a similar idea, but at
lower level. It consists of the connection of different groups of sensors in sensor boards.
They are connected to each other in bridges. These are responsible for aggregating
data from the sensor boards and sending them to the cloud.

M. Marhani et al. [73] offered a higher level view of IoT architectures in Big
Data environments. It consists of four layers: (i) IoT devices, which includes the
devices responsible for capturing data; (ii) network devices, responsible for the
interconnection between sensors and other IoT devices; (iii) IoT gateway, responsible
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Fig. 2.6 A diagram representing the proposal of A. Taherkordi et al. [1]

for storing data in the cloud; and (iv) Big Data analytics, where data is processed to
extract value.

The real-time data processing and the Big Data Pipeline that is applied in these
cases do not differ from the exposed until now. A. Taherkordi et al. [1] specified
the components of a Big Data architecture that would enable to process data from
IoT devices. The proposed activities match with those that have been studied in
Section 2.3 (e.g., data collection, data preparation, data storage, data analytics, and
interpretation). Regarding real-time processing architectures, some authors in the
literature use the lambda architecture to process the data captured by the IoT devices
[75] [76].

To sum up, the integration of the IoT paradigm with Big Data is carried out in
the data acquisition activity in the context of a Big Data Pipeline. The IoT paradigm
requires the integration of numerous devices through networks. The design of this
integration is very important to ensure the proper functioning and management of
these networks. In this context, the communication protocols are essential [77].

2.5 Conclusions

The objective of this chapter is to research the foundations of Big Data and Big Data
Pipelines based on an extensive literature review. Due to the fact that this field
has become very disruptive, and the great interest that companies have on this,
multitude of contributions about this field can be found in the literature. For this
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reason, making a study of the state-of-the-art and establishing a clear and concise
definition of the concepts related to Big Data and Big Data Pipelines is necessary.

Big Data has been defined as a field whose objective is to extract value from
a type of data that fulfill three fundamental characteristics: volume, velocity and
variety. These three characteristics (a.k.a., dimensions) have an enormous impact on
the activities that are part of a Big Data Pipeline. The concept of Big Data Pipeline
has been defined as the set of activities that enable the extraction of value from data.
It is performed by means of the data analysis activity, the cornerstone of the value
extraction process.

Other activities to highlight are the data provenance, data quality and data
security. All of them have a great impact on the quality of the services provided
by the Big Data Pipeline. Despite of this, there are not as many studies about
these activities as on others, such as data preparation or data analysis. After the
literature analysis, we can conclude that the most time-consuming activities are data
acquisition on the one hand, and data preparation on the other. Regarding the latter,
there are many very specific techniques to provide data with the appropriate format,
facilitating the later analysis.

A study has been carried out about the main Big Data processing architectures
that can be found in both Industry and in the literature. It has been found that there
are solid solutions on the processing of data in real time, although some technical
limitations have still to be overcome.

The work that has been carried out in this chapter draws the guidelines for the
next one. Due to its relevance in the Big Data field, and the potential impact for
organizations, it will be focused on the challenges and opportunities that arise from
the following research topics: (i) data acquisition; (ii) data preparation; (iii) data
analysis; (iv) data quality; (v) data provenance; (vi) data security; and (vii) Big Data
Pipelines design.





Chapter 3

Research Findings

3.1 Introduction

In the previous chapter, the concept of Big Data and the principal activities involved
in the Big Data Pipeline were described. However, most of these have not been
fully adapted to the Big Data paradigm. For this reason, finding out the challenges,
opportunities, and research issues which might be fundamental in the field of Big
Data is needed. In order to find out the most relevant challenges, twenty research
articles have been analyzed. All of them have been published between 2016 and
2018, due to the active an continuous evolution of this field.

This chapter is structured as follows. Section 3.2 draws the challenges and op-
portunities regarding some of the most challenging Big Data activities and research
topics that can be found in the literature. Section 3.3 draws the most relevant re-
search questions for each research topic. Finally, Section 3.4 concludes this chapter
with a final analysis.

3.2 Challenges and opportunities

This section focuses on the challenges and opportunities of the most relevant ac-
tivities of a Big Data Pipeline according to the study that has been carried out in
Chapter 2. In Figure 3.1, the activities that are considered in this section are colored:
(i) data acquisition; (ii) data preparation; (iii) data analysis; (iv) data quality; (v) data
provenance; and (vi) data security. In addition, further challenges and opportunities
regarding Big Data Pipelines in general are exposed.
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Fig. 3.1 Big Data Pipeline activities that are considered in this section.

3.2.1 Data Acquisition

This field has been tackled in previous works. However, there are still some chal-
lenges and limitations. Some of them are the integration of heterogeneous data
sources, the integration between tools, and the application of operations during the
ingestion of data, among others.

Data Acquisition from heterogeneous data sources and integration

The way in which the acquisition process is done, strongly depends on the data
source. K. Lyko et al. [19] pointed out how this dependency hinders the data
acquisition in a Big Data context, which in many use cases the connection between
hundreds or thousands of data sources is needed. In the same way, C. Ardagna et al.
[56] stated that due to the large amounts of data that are generated, and the increase
of data sources for organizations, the data acquisition becomes a cumbersome in the
Big Data Pipeline.

Opportunities for facilitating the data acquisition emerge, such as the develop-
ment of a methodology to facilitate the integration of large amounts of heterogeneous
data sources, including the development of protocols which facilitate the integration
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of them. M. Shah [20] highlighted that the lack of standardized communication
protocols for IoT devices also difficult the data acquisition. Although some efforts
have been made in this direction, there is not a commonly accepted solution.

A. Taherkordi et al. [1] pointed out the challenge of the integration and manage-
ment of spatially distributed devices. These authors developed a solution based on
the concept of Big Services, explained in Section 2.4.4. Nonetheless, this paradigm
requires more research efforts.

K. Lyko et al. [19] identified another challenge regarding the integration of the
acquisition activity with the rest of Big Data Pipeline activities. They stated that this
integration strongly depends on the technologies that are employed in the Big Data
Pipeline, and the type of data processing (e.g., streaming or batch processing). C.
Ardagna et al. [56] also stated this challenge.

In summary, the development of techniques to facilitate the integration of any
type of acquisition technologies with data processing techniques is an opportunity.

Data Preparation Tasks During the Data Acquisition

Some authors have pointed out the challenge of performing data preparation tasks
early in the data acquisition activity. K. Lyko et al. [19] distinguished some use
cases where cleaning data before its processing is required. It might help to make
a more efficient acquisition process, because low quality data would be filtered,
contributing to the non-overload of the system. Other authors like O. Marcu et al.
[78] also tackled the improvement of the data ingestion by applying some operators
over the data stream.

The problem of performing data preparation in the acquisition stage is that data
usually has not a specific format (usually it is raw data), and it might not have a
clear semantic until it is put in context with other data. For this reason, authors
like K. Lyko et al. [19] have noticed the difficulty of operating with data in this
activity. Since performing some operations such as cleaning or aggregation would
make more efficient ingestion process. Therefore, the development of techniques to
facilitate the manipulation of data in the data acquisition activity is an opportunity.

Miscellaneous

Other challenges that can be found in the literature are listed below.

• K. Lyko et al. [19] et al. pointed out the difficulty of acquiring complex-format
data such as image and video.
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• M. Shah [20] highlighted the importance of guarantee the security and privacy
of data sources in the data acquisition.

• P. Ceravolo et al. [16] mentioned the necessity of the development of mech-
anisms which enable the integration of data provenance in the acquisition
activity.

• K. Lyko et al. [19] said that there is a wide variety of tools specialized in the
collection and ingestion of data. These authors propose the development of
a methodology to help the choice of technologies depending on the use case
requirements.

3.2.2 Data Preparation

The data preparation activity is one of the most time-consuming tasks in the Big
Data Pipeline. There are many activities and techniques that enable it. Challenges
and opportunities regarding these techniques are discussed below.

Data Preparation and complex data structures

As the amount of data and data sources increase, the heterogeneity of the data tends
to grow, and consequently, the complexity of these. In this new scenario, data with
complex structures come into scene. These structures are commonly composed of
nested schemata. Operations such as the integration and transformation of data
with complex structure represent a challenge for the user [79] [35] [73].

J. Stefanowski et al. [79] indicated that as the complexity of the data increases,
the techniques required to perform data preparation operations are more complex.
Traditional techniques present significant limitations in this new context, because
they are focused on the treatment of structured data with simple structures. The
development of methodologies to facilitate these operations is an opportunity.

As indicated in 2.3.2, most data integration processes require the automatic
discovery of the semantics of the data. However, the complexity of data makes these
operations extremely difficult. Therefore, more research efforts are needed in this
regard.

Data Integration

Data integration has been a concern during many years for IT technicians and re-
searchers. The irruption of the Big Data paradigm brought new challenges to the
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data integration area. M. Marjani et al. [73] highlighted the difficulty of integrating
data due to heterogeneous schemata and the generation of data at high scale, and
the need of real-time data integration. M. Shah et al. [20] and A. Siddiqa et al. [53]
also emphasized these challenges. They focused in the importance of data inte-
gration in the context of Business-to-Business integration, where high-scale real-time
integration is usually required. Both works propose the development of strategies,
methodologies and tools to facilitate this type of integration as an opportunity.

In scenarios where large amounts of data sources must be integrated, the manual
integration of data by the user is no longer feasible. Then, automatic data integration
techniques are required [56]. However, it implies new major challenges:

• The automatic data integration require the detection of the semantic of each
attribute in data. Establishing relationships between data generated from
different sources is needed. It is performed by pairing attributes with the
same semantic. M. Shah et al. [20] and P. Ceravolo et al. [16] pointed out the
challenge of inferring the semantic of data taking into account its context.

• Once relationships between attributes have been devised, integration rules
must be detected [16]. They enable the automatic transformation of data
structures to homogenize them. However, in this kind of automatic process the
uncertainty is a problem. Uncertainty is the degree in which the integration
rule is not in accordance with the reality. Dealing with the uncertainty is a
challenge in the Big Data context.

• Record linkage [56] is another problem in the automatic data integration. It
consists of the alignment of records that represent the same instance, being an
important challenge in the Big Data context.

Although there are proposals in the literature which concerns the automatic data
integration [80] [16], most of them are focused on traditional system and do not scale
well in Big Data systems. In addition, these proposals still require the participation
of domain problem experts. Devising a flexible, adaptable and more automatic
methodology to the Big Data context is a real opportunity [16].

Easing data preparation tasks

Data preparation tasks are significantly affected by the high-scale data generation
[73]. P. Ceravolo et al. [16] highlighted as one of the most time-consuming tasks in
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a Big Data Pipeline. If techniques were provided to abstract from low-level tasks,
data preparation would not consume so much time and would be less error-prone.
This idea is related to the self-service paradigm, explained in Section 2.3.2. Some
approaches have been tackled in this direction [34]. Many other challenges remain,
C. Ardagna et al. [56] pointed out that more research efforts on methodologies to
facilitate the understanding of datsets by non-domain-experts are needed. It would
provide users with semantic relationships between dataset, information on the data
format, suggestions on possible integration, transformation or cleaning operations,
and so on.

Data cleaning

Although data cleaning is a crucial task in Big Data scenarios, the volume, velocity,
and variety difficult it. A. Siddiqa et al. [53] said that the development of data
cleaning methods that fit the necessities of several use cases is not trivial. Each
use case requires experts not only in the problem domain, but also in the different
activities of a Big Data Pipeline. Another challenge is the real-time data cleaning,
as M. Marjani et al. [73] stated. The problem here is that data cleaning requires the
understanding of the semantics of data, and it is challenging in real-time scenarios,
where the semantic and format of data might vary over time. The development of
methodologies that enable data cleaning in many scenarios without the intervention
of expert users is an important opportunity. Making these methodologies scalable
and efficient is a major problem [7].

Miscellaneous

J. Stefanowski et al. [79] pointed out other problems that are related to the data
preparation. These are listed below.

• The data structures and semantics might vary over time. Big Data system
should be able to detect this evolution, and if it is convenient, the data prepara-
tion tasks and historic data should be adapted to these changes.

• The data preparation activity might include mechanisms to detect and perform
integration with data that might improve the quality and the relevance of this
data.
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3.2.3 Data Analysis

Data analysis has been a research issue widely explored in both literature and
Industry. Most of the challenges that data analysis is facing are derived from the
necessity of real-time analysis at large scale. M. Marjani et al. [73] agree with this
point of view, highlighting that the irruption IoT paradigm causes the need to read
at high speed, including data with great heterogeneity.

According to this fact, Big Data challenged the capabilities of the first data
analysis algorithms [79]. Aspects such as the velocity, volume, the variability in
data format, the uncertainty, and real-time analysis are the stumbling block of
current solutions. The development of algorithms with the following characteristics
represent a challenge and are open research lines in the field of data science:

• Regarding the performance of the algorithms: the scalability, parallelization,
and the capabilities of performing real-time analysis.

• Regarding other characteristics, being able to deal with: data provenance,
privacy, data quality, and also being able to work with data with complex struc-
tures. Improving the transparency of data analysis is also a major challenge.

3.2.4 Data Quality

Among the extensions found in Figure 3.1, data quality in Big Data is becoming an
essential aspect for organizations, because it leads them to obtain better results in
the Big Data Pipeline [20]. Although during the last years some efforts have been
devoted to this area, further research efforts are required in the Big Data context [15].
Some major challenges that can be found in the literature such as the uncertainty and
completeness issues, the accuracy of the data, and the automation of data quality,
are described below.

Uncertainty

P. Ceravolo et al. [16] and C. Ardagna et al. [56] stated that the uncertainty in data
as a major problem especially in data integration. As mentioned in Section 3.2.2,
automatic data integration might lead to uncertainty, and hence, generate low data
quality. Overall, uncertainty comes when making assumptions about the data, and
it might happen in any activity of the pipeline. Although there exists probabilistic
models that allow assessing and detecting uncertainty, these are mainly focused
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on traditional systems that do not scale well in Big Data systems. Therefore, the
improvement and the adaptation of these approaches present a big challenge and an
opportunity to deal with.

Accuracy

Assessing the accuracy of the data both before and after the analysis is a challenge.
There are many factors that condition the data accuracy [56], such as the accuracy
of the datasets that are being employed in the process, or the pipeline that is being
employed to process the data. In this context, two challenges arise: (i) assessing
the accuracy of the datasets that generated each piece of data; and (ii) being able to
obtain a pipeline so that it optimizes the accuracy of the data analysis results. In
both cases, data provenance is a key factor.

Automatic data quality assessment

The way in which data quality is assessed strongly depends on the nature of the data,
its semantics, and therefore, the problem domain. On this basis, new methodologies
[36] for the automatic data quality assessment are required. Thereby, challenges are:
(i) as explained in Section 2.3.6, data quality depends on five dimensions that must
be taken into account in the quality assessment; (ii) choosing and developing a set of
metrics for each dimension; and (iii) being able to automatically suggest actions that
would improve the data quality [9]. Although some efforts have been made in this
direction [81], further research in this topic is needed.

Miscellaneous

Other challenges found in the literature [16], are listed below.

• Discovering and assessing data sources that might improve the quality of the
data.

• The concept of “quality-driven data access”, which consists of querying data by
taking into account the data quality, is introduced. It might be helpful to find
out data which fit some quality patterns. The development of methodologies
and languages to support quality-driven queries is indeed a great opportunity.
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3.2.5 Data Provenance

Data provenance is considered a key process to improve the credibility, integrity,
and ultimately, the trustworthiness, the quality and the security of the data [55].
Although some efforts have been made in the context of traditional database systems,
there are still many challenges and opportunities in the Big Data paradigm. Some
major challenges are: (i) keeping track of the transformation applied to data; (ii) the
size of the metadata; (iii) the interoperability; (iv) performing queries on metadata;
and (v) the reproducibility.

Keeping track of the transformations applied to data

Keeping track of the data provenance in transformation operations is not a trivial
task [55]. A good data provenance approach must be able to depict all the transfor-
mation performed over data and their lineage. In this regard, J. Stefanowski [79] et
al. highlighted that techniques to support the data provenance in transformation
operations have been developed for the MapReduce paradigm. However, there is a
lack of solutions for other Big Data techniques.

The size of the metadata

A. Alkhalil et al. [55] stated that in the IoT context, devices generate large amounts
of small data. In many cases, metadata might be larger than the data itself. Keeping
track of these pieces of data is challenging. As J. Wang et al. [59] also highlighted, in
order to get a detailed provenance track, the metadata usually tends to be higher
than the data itself. In this regard, J. Stefanowski [79] et al. pointed out that methods
to assess the relevance of provenance data have not been developed. These might be
helpful to reduce the metadata size.

Interoperability

The heterogeneity of data sources is also a challenge. Data provenance should be
able to operate among all of them [55]. In this regard, J. Wang et al. [59] highlighted
that there is a lack of standardized models for data provenance in the Big Data
context. Developing such a standard would be an opportunity.
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Querying metadata

J. Stefanowski [79] et al. pointed out that querying and visualizing data provenance is
challenging due to the size and complexity of the data about provenance, becoming
especially complex when tracking the provenance in transformation operations.
Nested and complex data structures also increase the difficulty of data provenance.
In addition, there exist no standardized querying mechanisms to this end.

The necessity of methods to query metadata has been identified by other authors.
A. Alkhalil et al. [55] established that indexing provenance and tools to perform
queries on a particular context are required. J. Wang et al. [59] and I. Suriarachchi
et al. [82] stated that there is a lack of flexible querying APIs to enable detailed
provenance queries.

Reproducibility

P. Ceravolo et al. [16] and J. Wang et al. [59] pointed out the importance of being
able to reproduce a Big Data Pipeline workflow. Data provenance might be the
enabler for this task. Being able to track the workflow and reproduce it, would be an
enabler for the development of techniques to (i) predict the performance of future
workflows, and (ii) devise a workflow which maximizes the quality of the results
[59].

Miscellaneous

Other challenges and opportunities related to data provenance that have been
detected by other authors are listed bellow.

• C. Ardagna et al. [56] highlighted the importance of the data provenance
in the trust assurance process. The implementation of techniques to ensure
the trustworthiness and provenance is challenging in the context of Big Data
analytics as-a-service.

• P. Ceravolo et al. [16] said that the development of data-provenance-oriented
architectures is a challenge. These would facilitate the metadata management
(e.g., the storage, discovery of metadata, etc.) and the consumption of the data
provenance by other activities of the Big Data pipeline.

• A. Alkhalil et al. [55] said that in the IoT context, data provenance is challenged
by security and privacy issues. Both of them must be guaranteed not only in
the data itself, but in the meta-data.
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• J. Wang et al. [59] highlighted that data provenance tasks implies high compu-
tational and network costs, especially in distributed environments. Hence, it
tends to overload the primary Big Data activities.

• J. Wang et al. [59] also pointed out that including external metadata regarding
the context of the environment in which the data is being processed (e.g., the
configuration and performance of the system) is a challenge.

3.2.6 Data Security

Among the extensions found in Figure 3.1, data security is another important activity
that is becoming of great interest of companies. Security issues such as vulnerabilities
and privacy in Big Data systems are studied below.

Vulnerabilities in Big Data systems

Data security has become a major problem in Big Data, where vulnerabilities and
privacy are one of the most relevant issues. Some authors, such as A. Siddiqa [53],
A. Alkhalil et al. [55], M. Shah et al. [20] and M. Marjani et al. [73] stated that Big
Data characteristics such as the generation of large amounts of data in real time,
and the distributed nature of the Big Data architectures, might lead to important
security issues. In addition, current security solutions are not efficient enough in
this paradigm [15]. For instance, authenticating hundreds or thousands of devices is
challenging as stated in [73].

Generally, most authors agree that the more entry-points the system has and
the more heterogeneous it is, the more vulnerabilities the system will have. This is
because controlling the security of such a complex system is not trivial. In addition to
the difficulties associated to the management of data security in distributed systems,
another major challenge is that security mechanisms might cause network overload
[53].

C. Ardagna et al. [56] indicated that in the context of integration between different
organizations, security and privacy play a compelling role. In this context, many
risks arise regarding the integrity, privacy (due to the possibility of inferring data),
confidentiality and availability. A. Siddiqa [53] established that the development of
an efficient methodology or framework for security requirements assurance in the
context of inter-organizational integration is needed. A. Siddiqa [53] also pointed out
integrity and confidentiality issues especially in the context of inter-organizational
integration, because un-trusted actors might have access to data.
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Regarding the confidentiality, challenges appear because traditional encryption
algorithms are not optimal enough in Big Data environments [55]. The development
of efficient confidentiality mechanisms in Big Data is also an opportunity.

Privacy

A major challenge in Big Data security is ensuring privacy. A. Siddiqa [53] said that
Big Data presents high privacy risks. One of them is that privacy might be violated
by using inference.

In the context of the IoT, M. Marjani et al. [73] said that privacy becomes crucial
because IoT devices usually are monitoring the user activity. It tends to produce
distrust in users.

M. Shah et al. [20] highlighted the importance of anonymizing data sources.
However, it might lead to conflicts with data provenance tasks, where identifying
data sources is usually needed to provide a good provenance service.

Privacy politics are crucial to succeed in the privacy management. A. Siddiqa
[53] and I. Lee [9] said that finding a balance between protecting privacy and the
benefit that can be extracted from data analysis is a challenge. The development of
frameworks that help to mitigate these risks while maintaining the potential benefit
of analysis, and the development of metrics to measure privacy, are opportunities.

Miscellaneous

Other opportunities have been noticed by authors in the literature [10] [55] [9]. Some
of them are listed below.

• Security politics models and prevention systems oriented towards the Big Data
paradigm must be developed.

• The importance of the data provenance to provide support to Big Data security
tasks.

• New technologies such as Blockchain might be useful for security management
in Big Data environments. For instance, it might be employed in order to
protect Big Data activities from attacks against data integrity.
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3.2.7 Further Challenges and Opportunities

Further challenges and opportunities can be found in the literature [56]. Some of
them are listed below.

• There is a vast amount of Big Data technologies in the market. Selecting a set of
them to deploy a Big Data Pipeline might become overwhelming. Even more
complicated is to find an optimal configuration for them. An opportunity could
be the creation of a methodology for the selection of tools and configurations
according to the needs of the pipeline.

• The design of a Big Data Pipeline which adapts to the needs of a use case
can be complicated. In addition, verifying that the deployed Big Data system
in a company correctly fulfills their requirements is a huge challenge. The
development of methodologies to facilitate the design of Big Data Pipelines
according to the needs of companies, and its assessment is an opportunity.

• The implementation of Big Data requires several highly qualified and highly
specialized professional profiles. This increases the costs. The Big data-as-
a-service paradigm, proposed by C. Ardagna et al. [56], tries to solve this
aspect, but further efforts are required to achieve a correlation between the
requirements of the use case and the Big Data service.

• There is a lack of international standards on Big Data management. Contribut-
ing to the development of such standards is an opportunity.

3.3 Research Questions

The previous section was intended to analyze the most recent challenges and oppor-
tunities which can be found in literature. In this section, a set of research questions
are devised by taking into account some of these challenges and opportunities.

Data Preparation with Complex Data Structures

The challenges and opportunities regarding data preparation were depicted in
Section 3.2.2. As stated in this section, the issues of processing of complex structures
is one of the most prominent problems in Big Data. In this regard, we have focused
the next research questions on the preparation of data with complex structures.
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Research Question 1. What are the problems of data preparation tasks with complex
structures? How could these problems be solved in Big Data Pipelines?

Research Question 2. What mechanisms, methods, algorithms, and tools could be devel-
oped to make easier the preparation of data with complex structures in a Big Data Pipeline?

Research Question 3. How feasible is the automation of the data preparation with complex
data structures in a Big Data Pipeline?

Providing Data Quality, Provenance and Security in Big Data Pipelines

In Sections 3.2.4, 3.2.5 and 3.2.6, challenges and opportunities regarding the data
provenance, quality and security were depicted. As mentioned there, data prove-
nance might benefit quality and security. In addition, high-level modeling might
be an enabler for these tasks. In this regard, the following research questions have
risen.

Research Question 4. How could data quality requirements be modeled from the high-
level user objectives in a Big Data Pipeline? What are the mechanisms, methodologies, and
tools that enable the application of such data quality requirements in the Big Data Pipeline
independently of the underlying technology?

Research Question 5. How could security requirements be modeled from the high-level
user objectives in a Big Data Pipeline? What are the mechanisms, methodologies, and
tools that enable the application of such security requirements in the Big Data Pipeline
independently of the underlying technology?

Research Question 6. How is data quality benefited from data provenance? What are the
data quality dimensions which get more benefits from provenance?

Research Question 7. How can data provenance contribute to the security of Big Data
systems?

Research Question 8. How can Blockchain technologies contribute to data provenance
and security?

Research Question 9. How to develop data provenance standards for Big Data so that it
does not depend on the Big Data Pipeline or the underlying technology?

Research Question 10. How to develop data quality, data security, and data provenance
methods to face up the challenges arising from the data acquisition activity?
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Aligning Big Data Pipelines with Business Requirements

In Section 3.2.7, a set of challenges and opportunities about the Big Data Pipelines
itself were depicted. Next, research questions which arise from those challenges and
opportunities are shown.

Research Question 11. Could a methodology be developed to help in the design of a Big
Data Pipeline, the selection of technologies, and configurations aligned with the objectives
and requirements of a company?

Research Question 12. What entry-barriers do companies face up with the deployment
of a Big Data Pipeline? What mechanisms would enable companies to overcome these
entry-barriers?

3.4 Conclusions

The objective of this chapter is to determine the types of challenges and opportu-
nities regarding the most relevant activities and aspects in the context of Big Data
Pipelines. Three groups have been detected, aligned to: (i) data preparation; (ii) data
provenance, quality and security; and (iii) business requirements. Although in many
cases there are techniques to solve these challenges in traditional environments, it is
necessary to adapt them to Big Data, since most of these challenges are related to the
intrinsic characteristics of it. Some aspects such as quality and provenance have not
become relevant until the appearance and consolidation of Big Data in companies.

These fields require much more research efforts and might help significantly
improve the process of extracting value from the data. Nonetheless, not all of these
challenges can be carried out in this master thesis. For this reason, the proposal
presented Chapter 4 is focused on the research question 2, where the efforts are
centered on the preparation of data with complex structures.





Chapter 4

Proposal

4.1 Introduction

In previous chapters, the state-of-the art of Big Data and Big Data Pipelines has
been studied. In this chapter, a solution to one of the research questions that were
formulated in Chapter 3 is proposed. The question number 2 has been chosen. It
is: What mechanisms, methods, algorithms, and tools could be developed to make easier the
preparation of data with complex structures in a Big Data Pipeline?.

As explained above, the transformation of data with complex structures in Big
Data environments is a problem that hinders data preparation tasks in general, and
data integration and transformation in particular. The proposal is a framework for
performing transformations of complex data structures, and a Domain-Specific Lan-
guage (hereinafter, DSL) so that end-users can perform transformation operations
on data with nested structures (e.g., arrays and nested schemata). As P. Ceravolo
et al. [16] said, DSLs based on an existing programming language are preferred
by data scientists, who are the professionals who normally have to deal with data
preparation tasks. For this reason, this proposal is based on a DSL implemented on
the Scala programming language, which is one of the most used in the Big Data field.
In addition, the proposed DSL is tested in a Big Data environment by using Apache
Spark.

The rest of this chapter is structured as follows. Section 4.2 depicts the case study
that will be used to guide the proposal. Section 4.3 describes the transformation
framework that has been proposed. First, some concepts regarding it are defined.
The model of the framework is then described. Next, the DSL definition is shown.
Finally, the transformations that solve the case study are implemented. A set of
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Fig. 4.1 Data preparation scenario.

benchmarks to test the proposal are presented in Section 4.4. This chapter concludes
with Section 4.5, where conclusions and future work are drawn.

4.2 Case Study

The example is a real-world scenario based on the data transformation provided
by seven electricity companies that sell energy for private customers in Spain. The
electricity wholesales describe consumption data in different formats and using
different frequency of meter reading, depending on factors such as the distributor
or the tariff hired by each customer. These various formats need to be uniform
in order to facilitate the data processing and analysis. An example of use case is
the detection of behavior patterns or to look for the best tariff for each customer
[83]. However, each electricity provider offers information using different nested
schemata, depending on the number of months included in the meter reading,
number of days, types of tariff, etc. Therefore, all of these heterogeneous schemata
need to be transformed into a unified one. Figure 4.1 illustrates the scenario where
several data sources must be conciliated into a unified format accessible to the final
user. According to the companies involved in this use case, the solutions today
available in the market are not able to tackle these transformations.

As mentioned above, the provided information does not follow the same schema,
but they generally share a customer ID, a tariff identifier, the contracted power
for each daily billing period, and a list of consumption over a period (e.g., twelve
months). Each consumption period keeps information on the start and end date for
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that period, and the power consumption for each daily billing period. Figure 4.2
shows a possible input schema for the data of the example and its relationships with
the target schema.

Fig. 4.2 Transformations to be performed. Left: source schema. Right: target schema.

4.2.1 Source Schema Description

The source schema is composed of basic and nested attributes. The description of
the dataset attributes is given as follows:

• customerID: string which identifies a unique customer supply point.

• tariff: rates hired by the customer. It is composed of a string that varies
depending on the company that distributes the electricity.

• contractedPower: the hired power for each daily billing period. It is a data
structure with six decimal numeric attributes, each one representing the con-
tracted power for a daily billing period.

• consumption: power consumption over a period, such as twelve months or
more. It is an array of data structures. Each element represents a period, and it
includes the following information:
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– power: the power consumption for each daily billing period. It has the
same structure as contractedPower.

– startDate: start date for the billing period.

– endDate: end date for the billing period.

4.2.2 Transformations and Target Schema

In order to reach the target schema, several transformations must be applied for
each electricity supplier. In the case study presented above, six transformations are
needed as depicted in Figure 4.1:

T1. customerID must be renamed to ID. No further transformations are required.

T2. tariff is transformed into an integer value T. The value must be transformed
since in the source dataset the same tariff can be represented by several strings.
These strings are unified in a unique number for each type of tariff.

T3. contractedPower is transformed into CP. Unlike the source data structure, it is
composed of three integer attributes: p1, p2 and p3. Each one is calculated as
follows: Let periodi, i ∈ [1, 6] be each daily billing period. The power used to
calculate the electricity price invoiced to each customer, in accordance with
the defined rules by the government, is calculated in this way:

∀pk, k ∈ [1, 3] : pk = max(periodk, periodk+3) (4.1)

T4. consumption is transformed into a matrix (C), whose rows have three elements
that are calculated from the source attributes of power stated in the same way
that CP.

T5. In the target schema, AVG_C is a data structure with three elements: p1,
p2 and p3. Each one is the average of the resulting value of the calculation
explained in the third transformation applied to each element in the power
structure inside the consumption attribute.

T6. In the target schema, BD is an array of integer values. Each value is the
number of days of the corresponding period, calculated from the attributes
startDate and endDate in the consumption array.



4.3 Data Transformation Framework 55

4.3 Data Transformation Framework

In this section, the framework that enables the transformation of data with complex
structures is presented. First of all, the basic concepts that are related to the transfor-
mation of data are defined. Finally, the components of this framework that enable
the transformation operators are modeled.

4.3.1 Related Concepts

Next, the concepts Data Schema, data type, Transformation Function, Source Schema and
Target Schema are defined. These concepts will facilitate the understanding of the
framework that is modeled in Section 4.3.2.

Definition. A Data Schema (DS) is a set of attributes, {a1 : t1, a2 : t2, . . . , an : tn}
identified by a name (ai) and a data type (ti).

Regarding the data type (ti), two categories of data types have been identified.
These categories are detailed as follows:

• Simple Type. It is a data type which represents a single value:

– Numeric. It represents a numeric data type (i.e., Integer, Long, Float, and
Double).

– String. It is a sequence of characters.

– Boolean. It is a two-valued data type which represents the truth values.

– Date. It is a set of characters with a specific format that represents an
instant of time.

• Complex type. It is a composite data type that can be:

– Array. It is a collection of typed attributes identified with a unique nu-
meric index.

– Struct. It is a data type composed of a set of attributes, each one identified
by a unique name.

Definition. A Transformation Function, tx, is a function that receives an attribute, ainput,
and returns an attribute, aoutput, as a result of applying an operation which modifies the
value of ainput.
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tx : ainput → aoutput (4.2)

Definition. Let Source Schema (SSource) be a DS of which attributes are used as ainput of a
tx.

Definition. Let Target Schema (STarget) be a DS composed of a set of attributes that are the
aoutput of a set of tx.

In order to transform a Source Schema (SSource) into a Target Schema, (STarget),
a set of transformation functions are required. A framework has been modeled to
support such transformation functions. It is presented in the next section.

4.3.2 Framework Modeling

First of all, the data types have been modeled. Figure 4.3 shows the data types
modeling in accordance with what has been exposed in Section 4.3.1.

Fig. 4.3 Data Types that are employed in this proposal.

The framework has been designed according to the composite design pattern
[84]. In short, this pattern enables to build complex objects by using simpler ones.
It means that an object could be composed of nested objects. Figure 4.4 depicts a
schema of this pattern. As can bee seen, the classes Composite1 and Composite2 are
composed of a set of Components, which can be Composite1, Composite2, or Leaf. The
latter is called Leaf because it is not compounded by any other Component. In this
pattern, the instances of objects could be represented as a tree structure.

Figure 4.5 depicts the UML diagram of the transformation framework. As men-
tioned above, the instances of this model can be represented as a tree structure. In
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Fig. 4.4 The composite design pattern.

this structure, leafs are operations that access the attributes, and internal nodes are
intended to transform or create new structures. To better understand it, Figure 4.6
shows an instance of the transformation T1 exposed in Section 4.2.2, and Figure 4.7
shows its tree representation.

In this model, the Component is the Evaluable interface. An Evaluable represents
an expression whose main objective is to perform transformation functions on
attributes. Two methods can be applied over every Evaluable expression (hereinafter,
expression): getValue and getDataType.

• getValue. It receives an attribute, and returns another attribute as a result of
applying a transformation to it.

• getDataType. It receives a data type, and returns the data type as a result of
applying a transformation to it.

These are intended to be the entry-point of the framework. The way these
functions work depends on the Leaf or the Composite components. Next, the Leafs of
the transformation framework model are listed.

• Select. It is meant to select the attribute whose name matches the string name
from an attribute of type Struct.

• Index. It is meant to select the attribute whose position matches the integer
index from an attribute of type Array.

Lastly, the Composites of the transformation framework model are listed.
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Fig. 4.5 UML model of the proposed transformation framework.

Fig. 4.6 Instance of the model to perform the transformation T1. Code representation.

Fig. 4.7 Instance of the model to perform the transformation T1. Tree representation.
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• Rename. It is meant to transform an Evaluable expression (hereinafter, expres-
sion) which return an attribute of any type by replacing its name by the string
name.

• CreateStruct. It is meant to create an attribute of type Struct from a set of
expressions attrs.

• CreateArray. It is meant to create an attribute of type Array from a set of
expressions attrs.

• Iterate. It is meant to create an attribute of type Array as a result of iterat-
ing over an expression which returns an attribute of type Array (expr1). An
expression (expr2) is applied to each element in that Array.

• Operator. It is meant to transform an expression by applying a Data Transfor-
mation Function (hereinafter, DTF).

DTFs are intended to apply a transformation function to an expression. These
enable users to perform advanced transformations on attributes of any data type.
Next, a set of them are grouped and listed. Additionally, users might define their
own DTFs.

• Reduction. The following DTFs are meant to receive an expression which
returns an attribute of type Array, and return the maximum, minimum, average,
and the sum of all values of such Array, respectively: max, min, avg and sum.

• Transformation of Data Types. The following DTFs are meant to receive an
expression which returns an attribute of type Simple, and return a value of type
Integer, Long, Float, Double, String, Boolean and Date, respectively: toInt, toLong,
toFloat, toDouble, toString, toBoolean and toDate.

• Data Modification. The following DTFs are meant to modify the value and
data type of the attribute returned by an expression:

– scale. This DTF works with expressions which return numeric attributes. It
receives an Integer value n and creates a Numeric attribute by multiplying
by n the attribute returned by the expression.

– translate. It receives a key-value data structure and replaces the value of
the attribute returned by the expression accordingly to the key-value data
structure.
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– repeat. It receives an Integer value n and creates an Array attribute by
repeating the attribute returned by the expression n times.

4.3.3 Domain-Specific Language

Due to the high complexity of the transformations, a versatile user-friendly DSL
has been defined in order to enable users to perform transformation operations on
complex data structures. The syntax and grammar here proposed are intended to
be intuitive and concise so that the learning curve is not very steep. The syntax
of the grammar is given below by means of Extended Backus–Naur form notation
(hereinafter, EBNF notation) [85].

Syntax

Syntax is the entry-point to the DSL. It is given by an Expression.

Syntax ::= Expression

Expression

Expression might be one of the following: Select, Index, Rename, CreateStruct,
CreateArray, Iterate or Transform.

Expression ::= Select
| Index
| Rename
| CreateStruct
| CreateArray
| Iterate
| Transform
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Select

Select is meant to be the syntax employed to select an attribute in a data
structure. The selection is performed by specifying the name of the attribute.

Select ::= StringLiteral

Index

Index is meant to be the syntax employed to select an attribute in an array. The
position of the attribute to select is given by its digits.

Index ::= Digits

Rename

Rename is intended to enable to change the name of an attribute. The new
name of the attribute is given by a string literal. The character “<” is employed
as an assignment operator. Then, at the right of the operator, the Expression
which is assigned to the name specified before is given.
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Rename ::= StringLiteral ‘<’ Expression

CreateStruct

CreateStruct enables to create an attribute of type Struct. In order to create it,
the reserved word “struct” must be employed. The expression or expressions
that will form the attribute of type Struct must be specified in parentheses
separated by commas.

CreateStruct ::=
‘struct’ ‘(’ Expression ( ‘,’ <Expression> )* ‘)’

CreateArray

CreateArray enables to create an attribute of type Array. In order to create it,
the reserved word “array” must be employed. The expression or expressions
that will form the attribute of type Array must be specified in parentheses
separated by commas.

CreateArray ::=
‘array’ ‘(’ Expression ( ‘,’ <Expression> )* ‘)’

Iterate

Iterate enables to perform an operation over an attribute of type Array. First,
the expression to move through must be specified. Next, the reserved word
“iterate” is employed. Finally, the expression that specifies the operation to
apply to all the elements in the first expression must be specified.

Iterate ::= Expression ’iterate’ Expresion
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Transform

Transform enables to apply a transformation function to an expression. First,
the expression to which the transformation will be applied is placed. Next, the
reserved word “>” is employed. Finally, the transformation (DTF) to apply is
indicated.

Transform ::= Expression ‘>’ DTF

DTF

DTF represents all the transformation functions defined in 4.3.2.

DTF ::= ‘max’
| ‘min’
| ‘avg’
| ‘sum’
| ‘toInt’
| ‘toLong’
| ‘toFloat’
| ‘toDouble’
| ‘toString’
| ‘toBoolean’
| ( ‘toDate(’ StringLiteral ‘)’ |

‘scale(’ Digits ‘)’ |
‘translate(’ VariableName ‘)’

)
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4.3.4 Case study Transformations

Once that both the transformation framework and the DSL have been presented,
the transformations that enable to perform the operations specified in 4.2.2 are
implemented. Since the DSL is based on the Scala programming language, its syntax
is used in some cases. It is assumed that the reader knows the grammar and data
structures of Scala, ergo, only those aspects related to the DSL defined above will be
explained.

T1. customerID is renamed to ID by using the “ < ” operator as follows.

T2. tariff is transformed according to the equivalences defined in a Scala Map
object that describes the mapping between tariff names. For example, “TA”
to 1, “TB” to 2 and so on. The “ < ” operator is used to assign the resulting
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value to the new attribute “T”. The transformation, “translate′′, is applied by
using the “ > ” operator.

T3. An Struct attribute composed of three attributes is created by using the
“struct” operator. Each element of this structure is generated by using the
“ < ” operator to rename the output, the “array” and “ > ” operators, which
enable to apply the “max” and “toInt” DTFs by specifying the fields to trans-
form inside the “array” declaration.

T4. In this case, an array of arrays is created by using the “iterate” operator. In
this case each tuple of consumption is analyzed, obtaining a new array with
three attributes by using the “array” operator. Each value of the new array is
obtained by using the “max” DTF by means of the “ > ” operator.

T5. The AVG_C attribute is similar to the transformations explained above. An
structure AVG_C is created with three attributes by using the “struct” operator.
Each value of the attributes is obtained by applying the “avg” DTF over the
maximum of consumptions.
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T6. The BD attribute is obtained similarly. The main different is the use of two
DTFs that have not been previously employed: “avg” and “toDate”. In
addition, a custom DTF is employed: daysBetweenDates, which calculates the
number of days between two dates.

4.4 Benchmarking

A set of tests has been devised in order to evaluate and check the performance in
a Big Data environment. First of all, the Big Data architecture used to perform the
tests is presented. Afterward, the datasets, tests, and benchmarks are described in
the evaluation design. Finally, the results are drawn and discussed.

4.4.1 Architecture and Implementation

The architecture employed to perform the benchmark is based on a cluster managed
by Mesosphere DC/OS (hereinafter DC/OS) [86]. DC/OS is an operating system
based on Apache Mesos [87], which enables the execution of technologies for simul-
taneous data processing. In this case, an Apache Spark cluster has been deployed
[88] [89] together with Spark History Server, that enables to extract execution metrics
of the Apache Spark applications.

Regarding the infrastructure, it consists of a DC/OS master node, responsible
for managing the cluster resources and assign them to services, and nine agents,
responsible for managing the services. The instance of Spark includes a driver and
nine executors. The architecture also includes a node with HDFS [90] to store the
datasets and a MongoDB [91] database for storing the execution results. Regarding
the computational characteristics, the cluster can reach fifty-two cores between 2
and 2,6 GHz for each and 136 gigabytes of RAM in global. Figure 4.8 depicts the
infrastructure as well as the computational characteristics of the cluster. Summing
up, the cluster can reach fifty-two cores and 136 gigabytes of principal memory in
global.
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Fig. 4.8 Architecture of the cluster.

Table 4.1 Dataset and Benchmarks for the evaluation

Dataset ID Criteria Size (MB) Benchmark
D1 A 4,119.4 1
D2 A 6,178.4 1
D3 A 8,239.9 1
D4 A 10,299.9 1
D5 B 3,659.8 2
D6 B 5,258.9 2
D7 B 6,859.4 2
D8 B 8,459.2 2
D9 B 10,060.3 2

4.4.2 Evaluation Design

The dataset used to plan the benchmarks has the same data schema presented in the
case study with approximately more than five million tuples and a size of 2,1 GB. In
order to test the scalability of the proposal, nine additional datasets datasets have
been created based on two different criteria: (A) four new datasets by increasing
the number of tuples; and (B) five new datasets by increasing the size of each tuple
(i.e., by increasing the size of the columns), for instance, by duplicating the number
of elements in the consumption array attribute. Table 4.1 summarizes the datasets
which have been synthetically created by using these two criteria.

Ten test cases have been defined, each of them being executed one hundred times.
These tests cases have been classified into two groups of benchmarks: (i) Benchmark
1 where these test cases are intended to check the performance when the dataset size
increases by the criteria A; (ii) the Benchmark 2 where these test cases are intended to
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check the performance when the dataset size increases by the criteria B. In each test
case, all transformations described in Section 4.2 have been applied for each tuple of
the dataset.

Both benchmarks have been developed by using an Apache Spark application.
The application consists of two main stages. The former reads the dataset from HDFS
and infers its schema, and the latter distributes the tuples across the cluster, applies
the transformations and finally stores the results in MongoDB. As for performance
metrics, both the Elapsed Real Time (ERT) and the CPU Time of the second stage
have been measured in each test case. The ERT is the execution time since the stage
corresponding to the application of the transformations is launched until it ends.
On the other hand, the CPU Time is a time accumulator that includes the time the
tasks related to the transformations spent on the CPU. For each test case, the average
value of one hundred executions will be considered.

4.4.3 Evaluation Results

The results for both benchmarks have been depicted in Figure 4.9. A trend line has
been included in the charts in order to highlight the tendency of the results. The
least-squares fitting method has been employed in order to calculate the trend lines.

Fig. 4.9 Comparison between Elapsed Real Time (left) and CPU Time (right).

The chart on the left side shows the ERT comparison between both benchmarks.
It can be seen that the ERT tends to be higher in the case of the Benchmark 1. It means
that for datasets with the same size, the ERT is greater for datasets with more tuples
to process than for datasets with less but more complex tuples. This is because the
distribution cost is higher when processing a higher amount of tuples.
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The right-side chart shows the CPU Time comparison between both benchmarks.
Unlike in the case of the ERT, the trend line of the Benchmark 2 tends to be higher
than the Benchmark 1.

The trend line equations are y = 0.18x + 174 for Benchmark 1 whilst for Benchmark
2 is y = 0.21x + 122. In fact, the complexity of the dataset used for the Benchmark 2
is higher as its tuples are larger than in Benchmark 1, consuming each one more CPU
time. Despite this fact, there is only a 15% of the difference between the slope of the
trend lines, being both lines under linear.

As a conclusion, it is possible to confirm that the proposal scales in regard to the
dataset complexity because the increment on the complexity on processing nested
structures and hence the transformations to apply, only suppose a 15% in regard to
processing a dataset with less-complex structures.

4.5 Conclusions

Data transformation is a crucial stage of data analytics that is not fully addressed
by Big Data technologies. For this reason, in this work, a concise and flexible DSL
supporting a set of complex transformation functions is presented. The proposed
solution has been developed on a Big Data framework based on Apache Spark and
Apache Mesos infrastructure. Then, it has been evaluated with several datasets
transformed according to a real-world case study. The conclusions show that the
elapse time is more affected by the number of tuples while the CPU time is affected
by the size of the tuples. Moreover, this proposal demonstrated to scale under
linearly to the size of the dataset.

There are some limitations that will be faced in the future. For instance, the
framework might include conditional operators in order to allow users to filter arrays.
The inclusion of additional DTFs and the development of connectors to integrate
this framework with further Big Data environments are examples of improvements
which might be implemented in the future. Finally, the Big Data context is facing
an important challenge regarding the veracity and quality of the processed data.
This proposal does not implement any methodology to assess neither the quality of
the dataset to be transformed nor the quality of the resulting dataset. Nevertheless,
these aspects are quite relevant and need to be analyzed in depth.
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Conclusion and Future Work

5.1 Conclusion

The objective of this work has been to carry out a study on the state-of-the-art of Big
Data and the activities that enable it. This study is motivated by the great interest
this field has in the literature and Industry, and its continuous evolution, mainly
due to the irruption of the Big Data paradigm in organizations that see it as a great
opportunity to improve their business processes.

The contextualization of concepts and activities related to Big Data and Big
Data Pipelines has been an enabler to the better understanding of the Big Data
Pipeline as a whole. Big Data was defined as a type of data which fulfills three
characteristics: volume, velocity and variety. As demonstrated in this work, these
characteristics (a.k.a dimensions) strongly condition the activities associated with the
value extraction process: Big Data Pipeline. In this regard, a global schema which
covers the activities related to Big Data Pipelines was proposed. It was defined
according to studies and proposals that were carried out by other authors in the
literature.

Once Big Data and Big Data Pipelines were contextualized, the limitations, chal-
lenges, opportunities, and possible research lines were studied. This part of the
study concluded that most of the challenges that the most relevant Big Data activi-
ties face up are related to the intrinsic characteristics of Big Data. Many traditional
techniques that deal with data must be adapted in order to deal with not only the
three Big Data dimensions, but also with others such as the veracity, the variability
and complexity. The study evidenced that more research efforts are needed for
activities, such as data provenance, data quality and data security. In this regard,
most of the research questions that have been proposed are related to the use of



72 Conclusion and Future Work

data provenance to benefit other Big Data activities. Other research questions that
arose were the preparation of data with complex structures, and the development of
models and methodologies to design and implement Big Data Pipelines. The study
also concluded that the most time-consuming activities in a Big Data Pipeline are
data preparation and data acquisition. These are the first tasks that must be carried
out before the data analysis activity, which is the cornerstone of the value extraction
process.

Finally, a framework to facilitate the data preparation related to the transforma-
tion of complex data structure has been proposed in this master thesis. A versatile
DSL has been designed in order to ease data preparation tasks. This proposal has
been tested in a Big Data environment, and promising results have been obtained
applying the solution to a real scenario.

5.2 Future Work

The study carried out in this work proves that more research efforts are required
in the Big Data paradigm. Several research queries have been detected in this
mater thesis. One of the lines of research that could have a great impact on the
value extraction process is the Data Quality, Provenance and security. The design of
models and techniques to facilitate the implementation of data provenance and
its integration with other activities of the Big Data Pipeline, is a work that will be
carried out in the future.

Another great advance would be the creation of methodologies to Align Big Data
Pipelines with Business Requirements, facilitating the design and implementation of Big
Data Pipelines that adapt the organization needs when they require the deployment
of a Big Data system. This would contribute to the standardization of the Big Data
process and costs reduction.

Regarding the proposal presented in Chapter 4 related to data integration, the
framework that has been developed can be improved in many aspects. For example,
the inclusion of conditional operators, the generalization to facilitate the integration
with more Big Data platforms, the incorporation of mechanisms to assess the quality
of the data, and the implementation of data provenance techniques to keep track of
the transformations.
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