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Abstract In this paper a sufficient condition for the identifiability of finite mix-
tures is given. This condition is less restrictive than Teicher’s condition (Teicher 
H, Ann Math Stat 34:1265–1269 (1963)) and therefore it can be applied to a 
wider range of families of mixtures. In particular, it applies to the classes of all 
finite mixtures of Log-gamma and of reversed Log-gamma distributions. These 
fami-lies have been already studied by Henna J Jpn Stat Soc 24:193–200 (1994) 
using another condition, different from Teicher’s, but more difficult to check in 
many cases. Furthermore, the result given in this paper is very appropiated for the 
case of mixtures of the union of different distribution families. To illustrate this 
an applica-tion to the class of all finite mixtures generated by the union of 
Lognormal, Gamma and Weibull distributions is given, where Teicher’s and 
Henna’s conditions are not applicable.
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1 Introduction and definitions

Finite mixtures of distributions are very useful for building probability models of a 
wide variety of random phenomena in the biological, physical and social sciences.
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A broad spectrum of their applications can be found in many references (Böhning
2000; Lindsay 1995; McLachlan and Basford 1988; McLachlan and Peel 2000;
Titterington et al. 1985). Let F be a family of m-dimensional cumulative distri-
bution functions. A finite mixture of F1, . . . , Fk ∈ F is any convex combination
H = π1F1 + · · · + πkFk , where

{πi}ki=1 ∈ C =
{

{πi}hi=1

∣∣h ∈ Z+; πi > 0, ∀i = 1, . . . , h;
h∑

i=1

πi = 1

}

are the weights of the mixture (Z+ denotes the set of natural numbers). F1, . . . , Fk

are called the components of the mixture.
For the estimation procedures to be well-defined it is required that H is identi-

fiable, in other words, the question about the existence of a unique characterization
of any one of the class of models being considered. Particular difficulties with
identifiability appear in mixture models.

To be more precise, given F a class of m-dimensional distribution functions,
the class of finite mixtures of F is:

H =
{

H
∣∣∃{πi}ki=1 ∈ C, ∃F1, . . . , Fk ∈ F : H(·) =

k∑
i=1

πiFi(·)
}

.

In this context, H is identifiable if and only if for any H, Ĥ ∈ H,

H =
k∑

j=1

πjFj , Ĥ =
k̂∑

j=1

π̂j F̂j ,

the equality H = Ĥ implies k = k̂ and that (π1, F1), . . . , (πk, Fk)’s are a permu-
tation of (π̂1, F̂1), . . . , (π̂k, F̂k).

Identifiability problems concerning finite and countable mixtures have been
widely investigated. Teicher (1963) gave a sufficient condition for a finite mixture
to be identifiable and applied it to the Normal and Gamma families. Khalaf (1988)
proved the identifiability of finite mixtures of Weibull, Lognormal, Chi, Pareto, and
of power function distributions by applying a modification of Teicher’s theorem
given by Chandra (1977) to the moment generating function of log X. Barndorff-
Nielsen (1965) gave a sufficient condition for mixtures of exponential families.
Henna (1994) gave a modification of Teicher’s theorem, based on the assumption
of the parametric space to be a product space, which involves a biparametric order
with several conditions that are hard to check in many cases. He obtained the iden-
tifiability of mixtures of Log-gamma and reverse Log-gamma distributions as a
consequence.

In section 2 we give a new version of Teicher’s condition with weaker assump-
tions, which allows us to study identifiability problems in a wider context. It is
particularly useful in the study of finite mixtures of the union of different families
of distributions, widely used in the modelling of biological, medical and social
phenomena. The study of the identifiability of finite mixtures of the union of Log-
normal, Gamma and Weibull distributions families is given in section 3. These
mixtures are used in modelling the variable ‘time of hospital stay’ (length of stay).



2 A sufficient condition for the identifiability

The problem of identifiability of mixtures has been the focus of interest in the last
decades. The paper of Teicher (1963) is the starting point for investigation of iden-
tifiability of finite mixture models. However, identifiability is stated under some
restrictive conditions which are not applicable to some multiparametric families.
Next, we propose a new result which relaxes the requirements of Teicher’s theorem.

In the sequel, A′ will denote the accumulation set of A ⊂ Rd , consisting of all
points for which every neighborhood contains infinitely many distinct points of A.

Theorem 1 Let F be a family of distributions. Let M be a linear mapping which
transforms any F ∈ F into a real function φF with domain S(F ) ⊂ Rd . Let
S0(F ) = {t ∈ S(F ) : φF (t) �= 0}. Suppose that there exists a total order ≺ on F ,
such that for any F ∈ F there exists t (F ) ∈ S0(F )′ verifying:

(a) If F1, F2, . . . , Fm ∈ F with F1 ≺ Fi for 2 ≤ i ≤ m, then

t (F1) ∈ [
S0(F1) ∩ [∩m

i=2S(Fi)]
]′

.

(b) If F1 ≺ F2, then lim
t→t (F1)

φF2(t)

φF1(t)
= 0.

Then, the class H of all finite mixture distributions of F is identifiable.

Proof Suppose

k∑
i=1

πiFi =
k̂∑

j=1

π̂j F̂j (1)

for some {πi}ki=1, {π̂i}k̂j=1 ∈ C and F1, . . . , Fk, F̂1, . . . , F̂k ∈ F . Without any loss

of generality, we can assume that k ≤ k̂, Fi ≺ Fj , F̂i ≺ F̂j for i < j and F1 � F̂1.
Hence F1 ≺ F̂j for all j = 2 . . . k̂. Set:

A = S0(F1)
⋂

[∩k
i=2S(Fi)]

⋂
[∩k̂

i=1S(F̂i)].

From (a) there exists t (F1) ∈ A′. For any t ∈ A,

k∑
i=1

πiφFi
(t) =

k̂∑
j=1

π̂jφF̂j
(t).

Since t ∈ S0(F1), we can divide by φF1(t). Letting t → t (F1), we obtain

k∑
i=1

πi lim
t→t (F1)

φFi
(t)

φF1(t)
=

k̂∑
i=1

π̂i lim
t→t (F1)

φF̂i
(t)

φF1(t)
.

From (b),

π1 = π̂1 lim
t→t (F1)

φF̂1
(t)

φF1(t)
.



If F1 ≺ F̂1 held, we would have π1 = 0, a contradiction. Thus F1 = F̂1, and
π1 = π̂1. The corresponding summands in (1) cancel, and we can continue in this
fashion to obtain πi = π̂i and Fi = F̂i for i = 1, 2, . . . min{k, k̂}. Finally k = k̂.

Indeed, if k̂ > k held, we would have
∑k̂

j=k+1 π̂j F̂j (x) = 0, and therefore π̂j = 0

for k + 1 ≤ j ≤ k̂. Thus H is identifiable. �
Let us consider the following:

– The argument given in the proof also works when some of the components of
t (F ) are infinite.

– this new condition includes multivariate distributions, whereas Teicher’s result
can only be applied to univariate distributions.

– Application of Teicher’s result may be restrictive because the condition S(F1) ⊂
S(F2) is imposed by the relation F1 ≺ F2. This condition is relaxed in (a) of
Theorem 1.

– The new theorem proposed here can be applied to a wider range of families
of distributions than Henna’s (1994) result (see section 3.2). But, moreover, in
cases where it is useful, Theorem 1 can be checked in a simpler way because
there is no need to consider the parametric space as a product space, and then
computations are easier (see section 3.1).

Finally, let us state the following consequence, which simplifies the assump-
tions in cases where the point t (F ) = t0 does not depend on F ∈ F .

Corollary 1 Let F be a family of distributions. Let M be a linear mapping which
transforms any F ∈ F into a real function φF with domain S(F ) ⊆ Rd . Let
S0(F ) = {t ∈ S(F ) : φF (t) �= 0} and suppose that there exists a point t0 verifying

t0 ∈
[ ⋂

1≤i≤k

S0(Fi)

]′
(2)

for any finite collection of distributions F1, . . . , Fk ∈ F . If the order

F1 ≺ F2 if and only if lim
t→t0

φF2(t)

φF1(t)
= 0 (3)

is a total ordering on F , then the class H of all finite mixture distributions of F is
identifiable.

This corollary does simplify the verification of identifiability for some classes
considerably, in particular, when S0(F ) is of the form (a(F ), +∞), (−∞, b(F ))
(or (−∞, +∞)). In these cases, we can consider t0 to be +∞ or −∞, respectively.

3 Applications

In this section, two different applications of Theorem 1 are given. First, it is applied
to two families of distributions, already studied by Henna (1994): the class of finite
mixtures of Log-gamma distributions and the class of finite mixtures of reversed



Log-gamma distributions. The goal is to illustrate, with both examples, the useful-
ness of our result in cases where Teicher’s requirements are not satisfied. It is also
shown that our condition for identifiability is easier to verify than Henna’s, since it
avoids to define two subfamilies of parameters and the definitions of a total order
in each of them.

The second application deals with a family which fails to verify both Teicher’s
and Henna’s conditions for the usual mappings: the union of Lognormal, Gamma
and Weibull distributions families. In particular it is illustrating the usefulness of
our result in the study of identifiability of finite mixtures of the union of different
families of distributions.

3.1 Application to the Log-gamma and reversed Log-gamma families

Let FS be the family of Log-gamma distributions, as follows:

FS =
{

F : F(x; µ, σ, k) =
∫ x−µ

σ

−∞

exp[ks − exp(s)]

�(k)
ds, µ ∈ R, σ, k > 0

}
,

where �(k) = ∫ ∞
0 tk−1e−t dt is the Gamma function.

Theorem 2 The class HFS
of all finite mixtures of FS is identifiable.

Proof Let M be the map which transforms a distribution function F ∈ FS into its
moment generating function. M is linear and,

M[F(·; µ, σ, k)] = φ(µ,σ,k)(t) = eµt�(σ t + k)/�(k) t ∈ (−k/σ, +∞)

In this case S0(F (·; µ, σ, k)) = (−k/σ, +∞), and therefore +∞ verify (2) in
Corollary 1. The proof is completed by showing that (3) defines a total order on
FS .

Using Stirling’s formula, which establishes that �(z + 1) ∼ √
2πz(z/e)z for

z → +∞ (i.e. the limit of the quotient is 1),

φ(µ,σ,k)(t) ∼ eµt

�(k)

√
2π(σ t)σ t+k−1/2

[
1 + k − 1

σ t

]σ t+k−1/2

exp{−σ t − k + 1}

∼
√

2π

�(ki)
exp (µit − σit) exp

[
(σit + ki − 1/2)(log σi + log t)

]
.

Therefore, for t → +∞
φ(µ2,σ2,k2)(t)

φ(µ1,σ1,k1)(t)
∼ C exp

{[
(µ2 − µ1) − (σ2 − σ1) + (σ2 log σ2 − σ1 log σ1)

]
t

+(σ2 − σ1)t log t + (k2 − k1) log t
}

with C some positive constant.
Hence F(·; µ1, σ1, k1) ≺ F(·; µ2, σ2, k2) if and only if [σ2 < σ1], or [σ2 = σ1

and µ2 < µ1] or [σ2 = σ1, µ2 = µ1 and k2 < k1], which is obviously a total order
in FS . �



Analogously, considering t (F ) = −∞, we can prove that the class HFR
of all

finite mixtures of FR is identifiable, where FR is the family of reversed log-gamma
distributions, that is:

FR =
{

R : R(x; µ, σ, k) =
∫ x−µ

σ

−∞

exp {−ks − exp(−s)}
�(k)

ds, µ ∈ R, σ, k > 0

}
.

3.2 Application to the union of Lognormal, Gamma and Weibull families

In most theoretic results in the literature about finite mixtures, their components
belong to the same parametric family. However, there exist experiences which can
be modelled with mixtures of different parametric families (see e.g. Ashton 1971;
Cohen 1965). For instance, the Lognormal, Gamma and Weibull models have been
used for fitting the length of hospital stay (Marazzi et al. 1998). In this direc-
tion, Atienza (2003) proposes mixture models in which the previous families are
involved, improving the goodness of fit. In this subsection, the identifiability of
these kinds of mixtures is considered.

Let FL, FG and FW be, respectively, the Lognormal, Gamma and Weibull dis-
tributions families:

FL =
{
F : F(x; µ, σ) = ∫ x

0
exp{−(log u−µ)2/2σ 2}√

2πσu
du, µ ∈ R, σ > 0, x > 0

}
FG =

{
F : F(x; a, b) = ∫ x

0
b−a

�(a)
ua−1 exp {−u/b} du, a, b > 0, x > 0

}
FW = {

F : F(x; c, d) = ∫ x

0
c
dc u

c−1 exp {−uc/dc} du, c, d > 0, x > 0
}

Write U = FL ∪ FG ∪ FW .

Theorem 3 The class HU of all finite mixtures of U is identifiable.

Proof Let M be the map which transforms a distribution function F into the
moment generating function of log X. M is linear:

M[FL(·; µ, σ)] = exp

(
tµ + t2σ 2

2

)
, t ∈ (−∞, +∞), for FL ∈ FL

M[FG(·; a, b)] = bt�(t + a)

�(a)
, t ∈ (−a, +∞), for FG ∈ FG

M[FW(·; c, d)] = dt�

(
t

c
+ 1

)
, t ∈ (−c, +∞), for FW ∈ FW

The point t0 = +∞ verifies condition (2) in Corollary 1. What is left is to prove
that the ordering given by (3) is total on U . Using Stirling’s formula again it is easy
to see:

(a) if F(µ1, σ1), G(µ2, σ2) ∈ FL then:

G ≺ F ⇔ [σ1 < σ2] or [σ1 = σ2, µ1 < µ2]

(b) if F(a1, b1), G(a2, b2) ∈ FG then:

G ≺ F ⇔ [b1 < b2] or [b1 = b2, a1 < a2]



(c) if F(c1, d1), G(c2, d2) ∈ FW then:

G ≺ F ⇔ [c1 > c2] or [c1 = c2, d1 < d2]

(d) if G(µ, σ) ∈ FL and F ∈ (FG ∪ FW) then:

G ≺ F

(e) if G(a, b) ∈ FG and F(c, d) ∈ FW then:

G ≺ F ⇔ [c > 1] or [c = 1, b > d] or [c = 1, b = d, a > 1]

(f) if G(c, d) ∈ FW and F(a, b) ∈ FG then:

G ≺ F ⇔ [c < 1] or [c = 1, b < d] or [c = 1, b = d, a < 1]

Finally, if c = 1, b = d and a = 1, the functions F(a, b) and G(c, d) are the
same. This completes the proof. �
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