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ABSTRACT

Since the definition of feature models in 1990, a large number of 
language constructs have emerged. Each language construct usu-
ally comes with its own abstract and concrete syntax, its semantics, 
and even its complete language dialect and tool support. Nowadays, 
there is a consensus in the Software Product Line community about 
a need for defining a common variability modeling language. But 
the fact of the matter is that it is very complex to achieve a good 
compromise between how expressive the language should be and 
the effort of developing practical tools for a language with all pos-
sible language constructs. In this paper, we propose an extensible 
model-driven engineering approach for defining the abstract syntax 
of feature modeling language constructs that could be tailored to 
different needs and domains. We formalize our approach as a set 
of modular and reusable metamodels that allows practitioners to 
decide which subset of language constructs to use through: (1) gen-
erating a new variability language; and (2) managing feature models 
with different level of expressiveness. We provide an instantiation 
and implementation of our approach.
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1 INTRODUCTION

Feature models stand out as the de-facto standard for specifying 
variability in Software Product Lines (SPLs) [47].

Since the introduction of featuremodels 30 years ago [38], numer-

ous language constructs have been proposed to increase their ex-

pressiveness [13], for example, cardinality-based variability [25, 42],

multi-features [25]; numerical features [43] or non-Boolean features;
attributed feature models [14]; and complex constraints [4]. Each of

those language constructs usually comes with its syntax and seman-

tics, and often coincides with the definition of a completely new

modeling language or a new tool to support it [60]. This plethora

of extensions, notations, and tools for feature models have brought

forward a growing interest in the SPL community about the neces-

sity of defining a single feature modeling language [15]. However,

the complexity of defining such a common language resides on

reaching a compromise between, (1) its applicability to several do-

mains with different requirements [62], i.e., the expressiveness of
its abstract syntax; and (2) the effort of building practical tools that

can support all language constructs [36].

To tackle this problem, recent studies [60, 62] are proposing

the use of extensible and modular language designs in terms of

language levels that allow deciding what part of the language we

want to keep and use. In domain-specific languages (DSLs) (e.g.,
MontiCore [21], NIVEL [6]), language constructs are defined in sep-

arated models with extension points. Then, a language is defined

as the composition of several language constructs. Nevertheless,

for feature modeling, there is a lack of actionable solutions apply-

ing those design concepts with existing development practices, as

concluded in [47]. The question that arises at this point is how
can the principles of extensible DSLs be applied to feature model-
ing languages? (RQ1). Moreover, what specific language constructs
should be considered in the definition of a feature modeling language?
(RQ2). This paper answers RQ1 by proposing an approach based

on model-driven engineering (MDE) and metamodeling [8] that ap-

plies the concepts of language levels and modular language design

to specifying the abstract syntax of different language constructs

for feature modeling. We formalize our approach as a set of reusable

and modular metamodels that allows practitioners to decide which

language constructs they would like to use through: (1) defining a

language for variability modeling; and (2) managing feature mod-

els with different levels of expressiveness. To answer RQ2, we
provide a concrete instantiation of our approach implemented in

EMF/Ecore [57] (https://github.com/CAOSD-group/splc2020). We

decompose well-known language constructs from existing feature

modeling languages in a set of metamodels making explicit the re-

lationships between the language constructs and the metamodels.

The paper is structured as follows. Section 2 motivates our ap-

proach by discussing recent work about feature modeling. Section 3

formalizes our approach, while in Section 4 we instantiate and

implement it. Finally, Section 5 concludes the paper.

https://doi.org/10.1145/3382025.3414959
https://doi.org/10.1145/3382025.3414959
https://github.com/CAOSD-group/splc2020
https://www.acm.org/publications/policies/artifact-review-and-badging-current


2 RELATED WORK AND MOTIVATION
This section reviews related work about feature modeling, it exposes 
its limitations and compares it with our approach.
2.1 Recent advances in feature modeling
Since the introduction of feature models in 1990 [38], none suc-
cessful standard has emerged. Despite some attempts of standard-
ization were proposed such as EMF Feature Model [45], CVL [34], 
and VEL [46], they did not jell for several reasons (e.g., lack of tool 
support, monolithic solutions, legal and patent-related issues,. . . ). 
Also, in 2017, the ISO/IEC 26558:2017 was released as a family of in-
dustrial standards for variability modeling, but the SPL community 
still misses a single common variability modeling language [15].

In the last two years, numerous studies have been published 
pointing to a definition o f s uch unified la nguage (s ee Table 1). 
Most of these works focus on studying the requirements of the 
intended common language from different viewpoints: language 
constructs [60], language levels of expressiveness [40, 62], best prac-
tices for feature modeling [44], usage scenarios [18], constraints 
modeling [11], and a repository for feature models exchange [30]. 
Moreover, several reviews and systematic studies have been pub-
lished covering language constructs of textual variability modeling 
languages [28, 60], automated analysis of feature models [31], tool 
support [9, 36], metrics for analyzing variability [29], feature inter-
action [55], and evolution of feature models [20, 41]. Table 1 details 
the most relevant works and explains how we take into account 
these advances to lay the foundation of our approach.
2.2 Language constructs and language levels 
There are lots of language constructs for feature modeling which 
have been extensively reviewed in [16, 28, 31, 36, 51, 60]. In [51] 
numerous language constructs are formalized; in [28, 60] a complete 
review of constructs for textual variability modeling languages is 
presented; tool support for the language constructs is available 
in [36]; and their analysis capability can be found in [16, 31].

In order to organize the language constructs and differentiate 
their expressiveness, researchers are proposing different classifica-
tions (see Figure 1). Eichelberger et al. [27] propose a comprehensive 
classification based on two dimensions: expressiveness and analyz-
ability. Recently, other informal classifications have appeared. For 
instance, Galindo and Benavides [30] distinguish up to five abstract 
syntax/model levels based on two groups of relationships: hierar-
chical relationships and cross-tree constraints. Alférez et al. [4, 5] 
divide the language constructs of a new variability modeling lan-
guage (VM) into basic, extended, and extra variability. Thüm et 
al. [62] define, at least, two major levels for feature modeling nota-
tions based on the applicable solvers; and for each major level, they 
define minor levels driven by requirements of real-world domains, 
and by constructs of existing languages. They also propose the 
use of orthogonal levels, which do not influence the expressive-
ness of the feature model, for example, to achieve modularity and 
evolution.

As summarized in Figure 1, these classifications and levels al-
low us to make explicit the trade-offs between the expressiveness 
and the current tool support and analysis capability of the solvers. 
However, it is not clear if they are enough since they do not pro-
vide enough details to be applied in practice. Moreover, there are 
disagreements about the nomenclature of the levels and the specific

Table 1: Recent work in feature modeling.
Study: Raatikainen et al. [47]. Topic: SPLs and variability modeling (tertiary study). Year: 2019
Description: Authors identify a need for actionable solutions for practical applicability with exist-

ing development practices, instead of novel solutions in any topic of SPLs and variability modeling.

They also argue that feature models stand out clearly as the most popular variability models despite

a large number of variability models that exist (e.g., decision models, OVM,. . . ).

Our approach:We put in practice the main ideas of the state-of-the-art variability modeling to face

the problems of defining a common language. We use well-known and consolidated technologies

such as feature-orientation and MDE metamodeling (see Section 3). MDE provides several practical

advantages such as applying model transformations to support interoperability between feature

models notations, straightforward serialization of models, or code generation.

Study: H. ter Beek et al. [60]. Topic: Textual variability modeling languages. Year: 2019
Description: Review of textual variability modeling languages (based on [28]) where the language

characteristics are classified in five dimensions: configurable elements, constraints, configuration

support, scalability support, and language characteristics. Authors also discuss relevant aspects for

the design of a future variability modeling language such as an extensible and modular design.

Our approach: We use most of those language constructs to instantiate our approach and rely on

the proposed dimensions to classify our metamodels (see Section 4.1).

Study: Thüm et al [62]. Topic: Language levels for feature modeling notations. Year: 2019
Description:Authors propose the use of language levels with different expressiveness to handle the
problems of defining a common language. Twomajor levels are concretized based on their capability

analysis with solvers, but no detailed definition of minor levels are provided.

Our approach: Practitioners can easily defined language levels based on their needs (e.g., domain

requirements, tool support, analysis capability), by selecting the required constructs.

Study: Nešić et al. [44]. Topic: Best practices for feature modeling. Year: 2019
Description: 34 principles for feature modeling with best practices to be taken into account when

defining a modeling methodology or process for feature modeling.

Our approach: The principles may help (1) language designers to instantiate our approach by

deciding the decomposition of language constructs (Section 4.1); and (2) practitioners to use our

approach when deciding which constructs to use in their languages and tools.

Study: Horcas et al. [36]. Topic: SPLs and variability modeling tools. Year: 2019
Description: Practical review about tool support for variability modeling and SPLs. It concludes

that most of the current tools only support basic constructs, while the support for more complex

variability is scarce and with too many limitations (see Figure 1). They also define roadmaps for tool

interoperability based on different activities (e.g., modeling, analysis, configuration, derivation,. . . ).

Our approach: It enables model transformations for feature models (e.g., refactorings [59, 61]) to
close the gap between high expressive language constructs and the existing tool support as well as

to facilitate the implementation of interoperability roadmaps between different tools [36].

Study: Galindo et al. [31]. Topic: Automated analysis of feature models. Year: 2019
Description: A systematic mapping study to overview the field of automated analysis. They argue

that analysis techniques are in general mature enough and we need to find practical applications

closer to industry. However, existing efficient solvers (e.g., SAT, #SAT, BDD) [58] only support fea-

ture models with a low level of expressiveness (e.g., propositional logic) while solvers capable of

analyzing complex variability such as numerical features (e.g., SMT, CSP) [56] offer a poor perfor-

mance with specific operations such as for counting configurations of feature models (see Figure 1).

Our approach: It can be used to handle the mismatch that exists between the languages’ expres-

siveness and the capability analysis of the solvers, by defining appropriate model transformations.

Study: Batory [11]. Topic: Constraints modeling. Year: 2019
Description: Discussion about the language that should be used to express constraints in a future

variability modeling language. He exposes the problems about using the Object Constraints Lan-

guage (OCL) standard which is tied to MDE [26] and bets for simplicity and reusing in the definition

of the constraints expressions, as in the new𝐴𝑂𝐶𝐿 [12] constraint language for MDE.

Our approach: Language designers can freely decide how to model the constraints as an indepen-

dent module, without forcing the use of OCL. We advocate for separating constraints based on their

expressiveness i.e., propositional logic, first-order logic, arithmetic expressions, etc. (Section 4).

Study: Galindo and Benavides [30]. Topic: Repository for feature model exchange. Year: 2019
Description: Authors discuss up to 12 characteristics that a future feature model repository should

have. They also list dependencies with language elements that will affect the development of the

repository such as the concrete and abstract syntax of the models and their level of expressiveness.

Our approach: It can lead the format of the feature models to be used in the repository, storing

the models in a generic standard format (e.g., .xmi) and downloading them in the desired notation

through the use of model-to-text transformations.

Study: Villota et al. [64]. Topic: A unified variability modeling language. Year: 2019
Description: It introduces the High-Level Variability Language (HLVL), a unified variability lan-

guage that follows an orthogonal approach and serves as an intermediate language for variability.

Our approach: It keeps clear of the drawbacks regarding the expressiveness trade-offs that a unified
language brings forward. Our metamodels, as the HLVL language, can also act as an intermediate

language to support interoperability between different notations by using model transformations.

Study: Seidl et al. [54]. Topic: SPL of feature modeling notations and constraints. Year: 2016
Description: Authors define an SPL to generate different variants of feature modeling notations

and cross-tree constraint languages. They use a hyper feature model [52] to specify the variability

of the notations; and implement that variability by defining delta languages [49] for both Ecore

metamodels and concrete syntax files using DeltaEcore [53].

Our approach: It relies on basic Ecore metamodels which can be directly composed by the re-

lations already defined in the Ecore standard (Section 4.2), without the need of introducing addi-

tional variability mechanisms (e.g., delta modeling [49]) or specific generation frameworks (e.g.,
DeltaEcore [53]). Our approach also allows having multiple abstract syntaxes for the same language

construct in separate metamodels, so practitioners can choose the most appropriate definition to

their needs. This is prevented when using a hyper feature model where the features are mapped,

ideally one-to-one, to the delta modules. In any case, the work of Seidl et al. [54] complements our

approach and can be seen as a good starting point for instantiating our approach (Section 4.1) and

then incorporating our approach into the solution space of their SPL.

constructs each level should support. In conclusion, language levels,
as well as modular language designs, are considered relevant and

good choices to build a future variability modeling language [60, 62],

and in this paper, to guide the design of our approach.
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Figure 1: Relations and the trade-off between expressiveness, analyzability, tools support, and solvers, for language constructs.
3 EXTENSIBLE AND MODULAR

METAMODELS FOR FEATURE MODELING
We first introduce the concepts used throughout the paper about

the formalization of feature models and metamodeling (Section 3.1).

Then, we present and formalize our approach (Section 3.2).

3.1 Formal definition of feature models
There exist multiple formalizations for feature models [10, 33, 35,

51]. In this paper, we will use the following definitions:

Definition 3.1 (Feature, feature model, configuration, product, soft-
ware product line). A feature 𝑓 is a characteristic or end-user-visible
behavior of a software system. A feature model𝑚 is a set of features

(𝐹 ) and their relationships (or dependencies), where a subset 𝑃 ⊆ 𝐹

is the set of features that are mapped to artifacts (i.e., concrete fea-
tures). A configuration 𝑐 of a feature model𝑚 is a set of its features,

i.e., 𝑐 ∈ P(𝐹 ). A configuration is valid if and only if it fulfills all the

feature dependencies of𝑚. The set of all valid configurations of𝑚

is denoted by 𝐶𝑚 . A product 𝑝 is a configuration that contains only

concrete features, i.e., 𝑝 ∈ P(𝑃). A software product line 𝑠𝑝𝑙 is a set
of products, i.e., 𝑠𝑝𝑙 ∈ P(P(𝑃)).

Formal languages for featuremodels. Anymodeling language

must consist of three elements [33]: a syntactic domain (L), a seman-
tic domain (S), and a semantic function (M). In feature modeling,

the syntactic domain (L) is the set of all feature models that comply

with a given abstract syntax. The abstract syntax is a representation

of the feature model, which is independent of its physical represen-

tation (i.e., the concrete syntax). The semantic domain (S) specifies
the set of all existing product lines, defined as S = P(P(𝑃)). The
semantic function M : L → S maps a feature model𝑚 ∈ L to its

software product line 𝑠𝑝𝑙 ∈ S, denoted by M⟦𝑚⟧.
Definition 3.2 (Semantics of feature models). The semantics of

a feature model 𝑚 is its set of valid products, defined by ⟦𝑚⟧ :=

{𝑐 ∩ 𝑃 | 𝑐 ∈ 𝐶𝑚}. That is, its software product line.
Expressiveness. The semantic functionM is total and is defined

for all the elements in L. That means that each feature model in

L represents at least one software product line in S. The inverse
function is partial and defines the expressiveness of the language as
the part of the semantic domain that its syntax can express.

Definition 3.3 (Expressiveness). The expressiveness of a language
L is the set 𝐸 (L) = {M⟦𝑚⟧ | 𝑚 ∈ L}, also noted M⟦L⟧. A
language L with semantic domain S is expressively complete if

𝐸 (L) = S, otherwise, L is expressively incomplete. A language L1

is more expressive than a language L2 if 𝐸 (L2) ⊂ 𝐸 (L1).

Model-Driven Engineering metamodeling. A metamodel [6,
8] specifies the abstract syntax (L) of a modeling language, e.g.,
the feature modeling language. Therefore, a feature model is an

instance of the metamodel used to specify the language L. The

semantics of the valid expressions (feature models) produced by

the metamodel is given by Definition 3.2.

Definition 3.4 (Well-formed feature model). A feature model𝑚

is well-formed (aka, correct, well-defined) if𝑚 is defined conform

to its metamodel and𝑚 represents at least one software product

line, that may be empty (i.e.,𝑚 is a void feature model). That is,

𝑚 is an instance of its metamodel respecting all expressions and

relationships defined in the metamodel, and M⟦𝑚⟧ ≠ ∅.

3.2 Formalization of our approach
Our approach consists of the definition of extensible and modular

metamodels to describe the abstract syntax of the features models.

The language constructs and their relationships are encapsulated

in different metamodels with dependencies between them. Given

a feature model𝑚 we denote 𝑀 as its corresponding metamodel.

The metamodel defines the abstract syntactic domain (L) of the

feature models. The set of all feature models that can be specified

using the metamodel 𝑀 is denoted by L𝑀 . That is, the feature

model 𝑚 is a model instance of the metamodel 𝑀 , denoted by

𝑚 ∈ L𝑀 . A metamodel𝑀 is defined as a non-empty set ofmodeling
constructs (or language constructs), i.e., 𝑀 = {𝑙1, 𝑙2, . . . , 𝑙𝑡 }, where
each language construct 𝑙𝑖 ∈ 𝑀 specifies the abstract syntax of a

specific variability modeling concept (e.g., optional feature, group
feature, requires constraint, multi-feature, attributed feature):

Definition 3.5 (Language construct). A language construct 𝑙 ∈ 𝑀

is the abstract syntax of a specific variability modeling concept.

Examples of language constructs are Feature to represent the
concept of a feature, Root to represent the root feature of the feature
model, OptionalFeature and MandatoryFeature to represent op-
tional and mandatory features, respectively, AlternativeGroup
for “xor” and OrGroup for “or” feature groups, Multi-Feature for

clonable features [25], NumericalFeature for non-Boolean numer-

ical features [43], or FeatureAttribute for attributed features [14].
Here, we also define a special language construct for feature models:

Definition 3.6 (Feature model construct). A feature model con-

struct 𝑙𝑚 ∈ 𝑀 is a language construct that represents the concept

of a feature model as a container of other variability modeling

concepts such as features and constraints. That is, 𝑙𝑚 is the main

containment element in the metamodel (aka, the root element).
1

1
Do not confuse with the Root feature language construct of the feature model.



Examples of feature model constructs are Feature Model to 
represent the most generic feature model, Cardinality-Based FM 
to represent feature models with cardinalities [25], Attributed FM 
for models that support features with attributes [14], Numerical 
FM for models with numerical features [43], etc.

Our approach can be seen as a set of modular metamodels that 
we call FM and define as follows:

Definition 3.7 ( FM). FM is a set of inter-related metamodels, i.e., 
FM = {𝑀0, 𝑀1, 𝑀2, . . . , 𝑀𝑛 }, where each metamodel 𝑀𝑖 ∈ FM 
is a different n on-empty s et o f l anguage c onstructs, i .e., 𝑀 𝑖 = 
{𝑙1, 𝑙2, . . . , 𝑙𝑡 } and 𝑀𝑖 ∩ 𝑀𝑗 = ∅, ∀𝑀𝑖 , 𝑀𝑗 ∈ FM, 𝑖 ≠ 𝑗 .

In FM, we define two kinds of relations between language con-
structs (extension and composition), and a dependency relation 
between metamodels:

Definition 3.8 (Extension, Composition, D ependency). A language 
construct 𝑙𝑖 ∈ 𝑀𝑖 extends another language construct 𝑙 𝑗 ∈ 𝑀𝑗 , 
noted 𝑙𝑖 <: 𝑙 𝑗 , if 𝑙𝑖 is a subtype of 𝑙 𝑗 . A language construct 𝑙𝑖 ∈ 𝑀𝑖 
is composed by another language construct 𝑙 𝑗 ∈ 𝑀𝑗 , noted 𝑙𝑖 |= 𝑙 𝑗 , 
if 𝑙𝑖 uses or refers to 𝑙 𝑗 as part of the definition of 𝑙𝑖 . A metamodel 
𝑀𝑖 ∈ FM depends on another metamodel 𝑀𝑗 ∈ FM, noted 𝑀𝑖 ⇒ 
𝑀𝑗 , if ∃ 𝑙𝑖 ∈ 𝑀𝑖 , 𝑙 𝑗 ∈ 𝑀𝑗 | 𝑙𝑖 <: 𝑙 𝑗 ∨ 𝑙𝑖 |= 𝑙 𝑗 .

The subtype establishes an is-a relationship between the lan-
guage constructs (including multiple inheritance). The composition 
relation establishes a usage or reference relationship between the 
language constructs (including multiple composition). Finally, two 
metamodels have a dependency between them if there is a construct 
that extends or uses a construct defined in the other metamodel.

To complete the definition of FM let us define an initial meta-

model 𝑀0 ∈ FM with, at least, a feature model construct 𝑙𝑚 ∈ 
𝑀0 which describes the generic concept of feature model (Defini-
tion 3.6).2 

The combination of language constructs, that includes 
𝑙𝑚 ∈ 𝑀0, allows us to specify well-formed feature models, the 
semantics of which is defined according to Definition 3.2.

Theorem 3.9. The language specified by the metamodel 𝑀 0 ∈  FM, 
noted by L𝑀0 , allows defining, at least, one feature model. That is, 
|𝐸 (L𝑀0 ) | > 0.

Proof. 𝑀0 specifies the feature model construct 𝑙𝑚 for the con-
cept of the most basic feature model (with no features at all), and 
therefore, L𝑀0 defines, at least, the empty product ( ∅). □

Corollary 3.10. An independent metamodel 𝑀𝑖 ∈ FM, 𝑖 > 0 
is not enough expressive by itself to specify any feature model ( i.e., 
|𝐸 (L𝑀𝑖 ) | = 0) unless a construct 𝑙𝑖 ∈ 𝑀𝑖 extends directly the feature 
model construct 𝑙𝑚 ∈ 𝑀0, or another construct 𝑙 𝑗 ∈ 𝑀𝑗 | 𝑙 𝑗 <: 𝑙𝑚 .

Corollary 3.11. In FM, each other metamodel 𝑀𝑖 ∈ FM, 𝑖 > 0, 
is related, by the dependency relation (⇒) with, at least, another 
metamodel 𝑀𝑗 ∈ FM. That is ∀𝑀𝑖 , 𝑖 > 0, ∃𝑀𝑗 , 𝑗 ≠ 𝑖 |𝑀𝑖 ⇒ 𝑀𝑗 .

Theorem 3.9 and Corollaries 3.10 and 3.11 mean that, in order 
to define well-formed feature models in FM, we need at least an 
initial metamodel defining a feature model construct 𝑙𝑚 (Defini-
tion 3.6), and the rest of language constructs can be decomposed 
in any number of metamodels related somehow with such initial 
metamodel. However, the use of independent metamodels in isola-
tion cannot define well-formed feature models except they define 
a feature model construct or extend the feature model construct 
2𝑀0 may also define any other language construct as shown in Table 2.

defined in the initial metamodel (𝑙𝑚). Because of this, the definition

of the different language constructs can be completely modularized

in separate but related metamodels.

4 INSTANTIATING AND IMPLEMENTING FM
4.1 Instantiation of FM
Table 2 presents the instance we propose for FM. First, we con-

sider modeling concepts gathered in the literature (see Section 2.2).

Second, we classify the language constructs based on the type of

variability they model. For instance, metamodel 𝑀0 contains the

FODA [38] concepts for modeling basic variability (excluding con-

straints).𝑀2 to𝑀5 define different types of feature groups.𝑀6 and

𝑀7 model parent-child relationships.𝑀8 to𝑀10 model non-Boolean

feature models [23] such as numerical features [43], attributes [14],

or additional information [4]. Third, we put together in the same

metamodel those language constructs whose definition directly

depend on other constructs (Definition 3.8). However, this is not

a strict rule as explained below for the Group Cardinality and

Multi-Feature constructs. Finally, we classify the constructs fol-

lowing four of the dimensions proposed in [60]: configurable ele-

ments (metamodels𝑀0 to𝑀14), constraints support (𝑀15 to𝑀22),

scalability support (𝑀23 to𝑀32), and configurations (𝑀33 and𝑀34).

The instance exposes more than 50 language constructs over

more than 30 metamodels. Despite the high number of metamod-

els and language constructs, the modular design of FM allows

practitioners to use just the parts they are interested on. Some

metamodels only contain one language construct and it may seem

better to group several related language constructs in the same

metamodel to reduce the number of metamodels. However, select-

ing a metamodel implies the inclusion of the abstract syntax of

all the language constructs that are part of that metamodel. For

this reason, if two language constructs are related among them but

there may exist languages that include only one of them it is always

better to define them in separated metamodels and then explicitly

specify their dependencies. For instance, the Group Cardinality
and Multi-Feature constructs are defined in separate metamodels

(𝑀4 and𝑀7 respectively) since they are different concepts that lan-

guages may not support together. However, both constructs require

a Multiplicity construct (𝑀3) to specify a lower and upper bound

to define its cardinality. Making explicit the dependencies between

the metamodels, as shown in Table 2, allows the automatic selection

of the appropriate language constructs to define a specific language

with the desired modeling concepts.

4.2 Implementation of FM
To demonstrate the viability of our approach we propose to imple-

ment FM3
in EMF/Ecore [57] (Figure 2 and Figure 3).

The feature model construct (Definition 3.6) is always defined

as a class because it serves as a container of features and con-

straints. For example, the FeatureModel class in the metamodel

𝑀0 specifies the most generic type of feature model, while the

NonBooleanFM and the NumericalFM classes, in𝑀8 and𝑀9 respec-

tively (Figure 3), model specializations of the feature model by

extending the FeatureModel class of𝑀0. Language constructs (Def-

inition 3.5) can be defined as classes, attributes, or relations. For in-

stance, the Feature, Feature Group, Or Group and Alternative
Group language constructs of 𝑀0 are defined as classes. But, the

3
The implementation is available in https://github.com/CAOSD-group/splc2020.

https://github.com/CAOSD-group/splc2020


Table 2: An instantiation of FMwith its metamodels (𝑀) classified according to the dimensions (D) proposed in [60], the set of
language constructs (modeling concepts), their relationships and dependencies, and examples of languages including them.
D 𝑀 Language constructs Extends Dependencies Description Examples

C
on

fi
gu

ra
bl
e
el
em

en
ts

𝑀0 Feature Model The top element of the metamodel.
FODA [38], and basically

almost all variability modeling

languages and tools support

the constructs of𝑀0 .

Feature The unit of variability. A feature can be optional or mandatory.
Root Feature The root feature 𝑟 ∈ 𝐹 of the feature model. 𝑟 is always mandatory.

Optional Feature Feature It represents an optional feature.
Mandatory Feature Feature It represents a mandatory feature.

Parent-Child Relationship Features decomposition. A child can be selected only when its parent is selected.

Feature Group Feature Children of a feature 𝑓 ∈ 𝐹 can be grouped.

Alternative Group Feature Group It defines a one-out-of-many choice, i.e., an xor group <1..1>.
Or Group Feature Group It defines a some-out-of-many choice, i.e., an or group <1..*>.
Cross-Tree Constraint The generic concept of a constraint.

𝑀1 Abstract Feature Feature 𝑀0 Distinction between concrete and abstract features in leaf features. Relaxed FMs [40].

𝑀2 Mutex-Group Feature Group 𝑀0 Feature groups where at most one feature can be selected. KConfig [19], CDL [19].

𝑀3 Cardinality-Based FM Feature Model 𝑀0 It allows defining cardinalities for features and groups. Cardinality-based FMs [25].

Multiplicity It defines lower and upper bounds.

𝑀4 Group Cardinality Feature Group 𝑀0, 𝑀3 Arbitrary multiplicities <n..m> for group features, bounded and unbounded (*). Cardinality-based FMs [25].

𝑀5 Multiple Decomposition Type Parent-Child Relationship 𝑀0 Different group features (e.g., or and xor), below the same feature. Generative Programming [24].

𝑀6 Directed Acyclic Graph Parent-Child Relationship 𝑀0 Features with multiple parents. FORM [39], FeatuRSEB [32].

𝑀7 Multi-Feature Feature 𝑀0, 𝑀3 Features with cardinalities (aka, clonable features). Cardinality-based FMs [25].

𝑀8 Non-Boolean FM Feature Model 𝑀0 Definition of arbitrary data types for features and/or attributes.
VM [4], Clafer [37], CVL [34],

PyFML [3].

Data Type Primitive (e.g., Boolean, Integer, Float, String,. . . ), and user-defined types.

Value Assignment It allows providing a value to a specific data type.

Typed Feature Feature Arbitrary data types for features.

Attached Information Additional information (e.g., attributes, meta-attributes) for configurable elements.

𝑀9 Numerical FM Non-Boolean FM 𝑀0, 𝑀8 Feature model with numerical features.
Numerical FMs [43].Numerical Feature Typed Feature Non-Boolean numerical features (e.g., Natural, Integer, Real,. . . ).

𝑀10 Attributed FM Non-Boolean FM 𝑀0, 𝑀8 Feature models with attributes.
TVL [22], FaMa [17].Feature Attribute Attached Information Features with attributes (e.g., cost, performance).

𝑀11 Binding time Attached Information 𝑀0, 𝑀8 Point time when the variability decision must be made. IVML [50].

𝑀12 Default Value Value Assignment 𝑀0, 𝑀8 It allows establishing a default value to a typed feature or attribute. PyFML [3].

𝑀13 Delta Value Value Assignment 𝑀0, 𝑀8, 𝑀9, 𝑀18 It reduces the number of acceptable numeric values. VM [4].

𝑀14 Range Value Assignment 𝑀0, 𝑀8, 𝑀9, 𝑀18 It allows defining ranges of values for numerical features or attributes. VM [4].

C
on

st
ra
in
ts

𝑀15 Simple dependency Cross-Tree Constraint 𝑀0 Requires and excludes constraints. FODA [38], FDL [63].

𝑀16 Propositional logic constraint Cross-Tree Constraint 𝑀0 Arbitrary propositional formulas over the features (¬, ∧, ∨,⇒,⇔). Almost all languages.

𝑀17 First-order logic constraint Cross-Tree Constraint 𝑀0, 𝑀3, 𝑀7 Quantifiers (∀, ∃), predicates, functions, and constants. Forfamel [7], Clafer [37].

𝑀18 Relational expressions Cross-Tree Constraint 𝑀0, 𝑀8 Operators for comparing features or attributes (==, <, <=, >, >=, ≠, !). Clafer [37], PyFML [3].

𝑀19 Arithmetic expressions Cross-Tree Constraint 𝑀0, 𝑀8 Arithmetic formulas, functions, and operators (+, −, ×, /, %,. . . ). Clafer [37], PyFML [3].

𝑀20 Cardinalities expressions Cross-Tree Constraint 𝑀0, 𝑀3, 𝑀4 Cardinalities expressed in terms of constraints. Clafer [37].

𝑀21 Type restrictions Cross-Tree Constraint 𝑀0, 𝑀8 Type-specific operators for constraints (e.g., String operators, regular expressions). CVL (OCL) [34].

𝑀22 Default constraints Cross-Tree Constraint 𝑀0 Constraints that can be altered as part of the constraint-resolution process. IVML [50].

Sc
al
ab

il
it
y

𝑀23 Compositional FM Feature Model 𝑀0, 𝑀8 Mechanisms for composition and inheritance for large feature models.
Clafer [37], FAMILIAR [2],

CVL [34], VELVET [48].

Interface The concept of interface of feature model for modularization.

Scope Support for declaring scopes (e.g., scoped import of models).

𝑀24 Configuration Reference Interface 𝑀0, 𝑀23 It defines links between models and configurable elements. CVL [34], VSL [1].

𝑀25 Containment Feature Interface 𝑀0, 𝑀23 Composition on type level (aka, composite units). CVL [34], Clafer [37].

𝑀26 Imports 𝑀0, 𝑀23 Import of models. IVML [50], VM [4].

𝑀27 Merge 𝑀0, 𝑀23 Operator for overlapping. FAMILIAR [2].

𝑀28 Aggregate 𝑀0, 𝑀23 Operator for disjoint models. FAMILIAR [2].

𝑀29 Include 𝑀0, 𝑀23 Models can be composed of a model of a larger scale. PyFML [3], TVL [22].

𝑀30 Model Version Non-Boolean FM 𝑀0, 𝑀8 Support for managing versions of the models. IVML [50].

𝑀31 Visibility Non-Boolean FM 𝑀0, 𝑀8 Visibility (e.g., public, private) for configurable elements. VSL [1].

𝑀32 View-Points Non-Boolean FM 𝑀0, 𝑀8 Multiple view-points for feature models. VELVET [48].

C
. 𝑀33 FM Configuration 𝑀0 A full configuration of a feature model as a selection (and assignment) of features. Almost all languages.

𝑀34 FM Partial Configuration Configuration 𝑀0 ,𝑀33 A partial configuration of a feature model. Clafer [37], VM [4].

FeatureModel

name : EString
getFeature(id EString) : Feature

Feature

id : EString
name : EString
mandatory : EBoolean = false
selected : EBoolean = false
isLeaf() : EBoolean
isRoot() : EBoolean

CrossTreeConstraint

AlternativeGroup OrGroupFeatureGroup

[0..1] root [0..*] features

[0..*] crossTreeConstraints

[0..1] parent

[0..*] children

(a) Metamodel𝑀0.

BasicConstraint

 leftFeature : Feature
 rightFeature : Feature

Requires Excludes

(b) Metamodel𝑀15.
Figure 2: FMmetamodels for Basic Feature Models.

DataType
PrimitiveTypeEnum

Boolean
Natural
Integer
Real
String

PrimitiveType

type : PrimitiveTypeEnum 
= Boolean

TypedFeature

 children : Feature
 parent : Feature

Value

ObjectType

type : Object

Object

java.lang.Object

NonTraditionalFM

 root : Feature
 features : Feature
 crossTreeConstraints : CrossTreeConstraint

[1..1] type

[1..1] type

[0..*] value

[0..*] typedfeatures

(a) Metamodel𝑀8.

NumericalFM

 root : Feature
 features : Feature
 crossTreeConstraints : CrossTreeConstraint

NumericalFeature

children : Feature
parent : Feature
type : DataType
value : Value

[0..*] numericalfeatures

(b) Metamodel𝑀9.
Figure 3: FMmetamodels for Numerical Feature Models.

Optional Feature and Mandatory Feature language constructs

are implemented as a unique attribute of the Feature class, while

the Root and Parent-Child Relationship constructs are defined
as composition references. Finally, the FeatureModel class in𝑀0

exposes the CrossTreeConstraint abstract class using the com-

position relation that enables specifying constraints in separate

metamodels as in 𝑀15 where BasicConstraint extends it, and

Requires and Excludes extend BasicConstraint, all of them us-

ing the Super Type relation. The same design is used in 𝑀8 and

𝑀9 to define generic concepts for non-Boolean features (𝑀8), and

specializing them for numerical features (𝑀9).

5 CONCLUSIONS AND ONGOINGWORK
Our approach advocates for a modular and extensible design that

allows practitioners to decide which language levels support based

on their needs. Using just the needed language constructs may

lead to better performance and analysis capabilities that are not

available for a full language with all possible constructs.

Our ongoing work includes taking advantages of MDE tech-

niques (e.g., model transformations) at the language construct level

to support and automatize activities such as the interoperability

between existing languages, tools, and solvers with different level of

expressiveness and analyzability, language analysis (e.g., expressive-
ness, succinctness, embeddability), the evolution of feature models

(e.g., edits and refactorings), and benchmarking (e.g., automated

tests). We also plan to evaluate the applicability and usefulness of

our approach by covering the usage scenarios for a common feature

modeling language identified in the SPL community [18].
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