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Abstract

Model predictive control strategies have been applied successfully when controlling solar plants. If the control al-
gorithm uses a linear model associated only to an operating point, when the plant is working far from the design
conditions, the performance of the controller may deteriorate.

In this paper, a gain scheduling model predictive control strategy is designed for the Fresnel collector field located
at the Escuela Superior de Ingenieros de Sevilla. Simulation results are provided comparing the proposed strategy
with another linear MPC controller showing a better performance. Furthermore, two real tests are presented showing

the effectiveness of the proposed strategy.
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1. Introduction

Interest in renewable energy sources such as solar en-
ergy experienced a great impulse after the Big Oil Crisis
in the 70s. Driven mainly by economic factors, this in-
terest decreased when oil prices fell. Nowadays, there is
a renewed interest in renewable energies spurred by the
need to reduce the environmental impact produced by
the use of fossil energy systems (Goswami et al.[(2000);
Camacho and Berenguel (2012)). Solar energy is, by
far, the most abundant source of renewable energy. In
fact, wind and most of the hydraulic energies come from
solar energy (Camacho and Gallego| (2013)).

Many solar energy plants have been commissioned in
the last 15 years. The three 50 MW Solnova and the two
50 MW Helioenery parabolic trough plants of Aben-
goa in Spain can be mentioned as examples, as well
as the SOLANA and Mojave Solar parabolic trough
plants constructed in Arizona and California, each of
280 MW power production (Yield|(2017)). Examples of
solar tower plants are plants PS10 and PS20 in South-
ern Spain of 10 MW and 20 MW respectively. In 2016,
the 50 MW solar tower plant Khi Solar One operated
by Abengoa Solar was commissioned in South Africa
(Abengoal (2017)).
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One of the main applications of solar energy is the
production of electricity. For example, in parabolic
trough plants the solar radiation coming from the sun
is focused onto a metal tube where a fluid is circulating.
The fluid is heated up and then used in a steam generator
to produce electricity (Camacho et al|(1997)iCamacho
et al.| (2011)). Another application of solar energy is
the supply of air conditioning in buildings. The interest
in solar cooling systems has been increasing for several
decades, driven by the fact that the need for air condi-
tioning is usually well correlated to solar radiation (Son-
ntag et al.|(2008)JKima and Infante-Ferreira) (2008))).

This paper deals with the control of a Fresnel collec-
tor field which belongs to the solar cooling plant located
on the roof of the Engineering School (ESI) of Seville
(Bermejo et al.|(2010)). The plant was commissioned
in 2008, consisting of a Fresnel collector field, a dou-
ble effect LiBr+ water absorption chiller and a storage
tank. The Fresnel collector delivers pressurized water
at 140-170 °C to the absorption machine for producing
air conditioning. If solar radiation is not high enough
for heating the water up to the required temperature, the
storage tank may be used. If neither the solar field nor
the storage tank are able to heat up the water to the op-
eration temperature, the absorption machine must resort
to burning natural gas.

In (Witheephanich et al.|(2013)jWitheephanich. et al.
(2014)) possible control approaches for this kind of
plant are discussed, showing simulation results of the
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application of an explicit model predictive control. Sim-
ilar facilities have been deployed in other places (Doll
et al.|(2014);Zhou et al.| (2017)).

Regarding similar applications for buildings, in
(Berger et al.| (2012)) a prototype of a linear Fresnel
collector providing the driving heat at temperatures up
to 200 °C for two cascading ammonia water absorption
chillers is presented, including some experimental tests
defocusing collectors. In (Haberle et al.| (2007)), a lin-
ear concentrating Fresnel collector is used to drive an
NH3-H20 absorption chiller, without including control
issues.

Fresnel collectors are also used to feed an Organic
Rankine Cycle with storage in Rodat et al.| (2014). The
solar plant is simulated using both oil and water/steam
as heat transfer fluid. Simulations with Dymola using
Modelica code are provided. Operating experiences are
included in|Rodat et al.| (2015)) using cascade PI control
and a reference governor. An interesting application of
building integration of Fresnel concentrators for solar
cooling applications can be found in |Chemisana et al.
(2013).

The control objective in this kind of plant is to main-
tain the outlet temperature of the solar field around a
desired set-point (Berenguel et al.|(2005)). Many works
related to the control of solar plants have been devel-
oped and published since 1980. Most of them were
tested in the parabolic trough ACUREX solar collec-
tor field. This trough plant consisted of a field of so-
lar collectors, a heat storage system and an electri-
cal conversion unit (0.5 MW Stal Laval turbine) (Car-
monal (1985)). In (Camacho et al. (2007)iCamacho
et al.| (2007b):Rubio et al.| (2006)) a review of differ-
ent control strategies applied to the ACUREX plant is
presented. Moreover, the books by Camacho and co-
workers (Camacho et al. (2012)) and Lemos and co-
workers (Lemos et al.| (2014)) overview different ap-
proaches related to predictive and adaptive control of
this kind of system. Since a solar collector field is af-
fected by multiple disturbance sources and its dynam-
ics change strongly with the operating conditions (Pin
et al.| (2007)), conventional linear control strategies do
not perform well throughout the entire range of opera-
tion, thus requiring the application of nonlinear control
strategies many of them treated in Camacho et al.| (2012)
and |Lemos et al.|(2014).

In this paper a gain scheduling generalized model
predictive control (henceforth GS-GPC) for a Fresnel
plant is developed. Gain scheduling is a control tech-
nique where process dynamics can be associated to the
value of some process variables related, in this case,
to the operating point, so that the controller parame-

ters can be computed from these variables. In|Camacho
et al. (2007b), there is a section devoted to gain schedul-
ing summarizing the main approaches already used in
the field, mainly using the actual oil flow as scheduling
variable. Regarding MPC, different control approaches
have also been applied in this scope and summarized
in [Camacho et al.| (2007b)), |[Camacho et al.| (2012} and
Lemos et al.| (2014). As recent examples, with appli-
cations to the ACUREX field, in [Limon et al.[ (2008) a
robust MPC for tracking was designed, while in|Gallego
et al.|/(2013), an observer based MPC was developed and
tested. |Andrade et al.|(2013) developed a practical non-
linear MPC. More recently, in |[Khoukhi et al.[ (2015) a
nonlinear continuous time generalized predictive con-
trol (GPC) is developed and tested only in simulation.

The main contribution of this paper is the develop-
ment of a gain scheduling model predictive control for
a Fresnel collector field. The approach is similar to
that proposed in [Camacho et al.| (1994) for a parabolic
trough solar field. However there are some significant
differences which are listed below:

1. The model developed is different because the con-
troller is applied to a different type of plant. This
plant is based on a Fresnel collector and not on
a parabolic trough and uses water as heat transfer
fluid instead of oil.

2. In the approach developed in |Camacho et al.
(1994), the unconstrained GPC problem was
solved for 4 values of the flow. The controller gains
were obtained for these four points and the con-
trol scheme interpolated the controller gains. In
the MPC controller developed in this paper, the in-
terpolation is done for the parameters of the lin-
ear model not for the solution of the GPC prob-
lem. Furthermore, the approach proposed in |Ca-
macho et al.| (1994) does not solve a constrained
GPC problem, as in this case.

The main drawback of using the interpolation be-
tween the controller parameters is that it provides
an approximation to the global solution of the op-
timization problem, but for the unconstrained case.
It uses the explicit solution of the GPC problem for
the four considered points and interpolates among
them. The approach used here, interpolating be-
tween the linear model parameters allows con-
straints in the GPC optimization problem to be
taken into account in an easy way, and to be solved
using a QP algorithm.

A simulation to compare the performance of the
two approaches (for the unconstrained case) has
been included. The one proposed here performs



Table 1: List of Abbreviations

GPC Generalized Model Predictive Control

GS-GPC  Gain-Scheduling Model Predictive
Control

HTF Heat Transfer Fluid

ISE Integral of the Square Error

ITAE Integral of Time multiplied by

Absolute Error

MF-GPC Medium-Flow Generalized Model
Predictive Controller

MPC Model Predictive Control

PCM Phase Change Material

PDE Partial Differential Equation

PRBS Pseudo random binary sequence

slightly better as is shown in section [3]

3. Additionally, the unconstrained GPC problem has
been solved for several water flow levels consid-
ering the actual linear model associated to ev-
ery point (obtained by a least square identification
method). The evolution of some of the optimal
controller parameters is compared to the evolution
obtained by the approach presented here and the
one proposed in (Camacho et al|(1994). The ap-
proach proposed here is closer to the optimal evo-
lution, especially at low flow levels.

4. Moreover, in this paper an estimation of the effi-
ciency loss produced by the miscalibrated mirrors
is carried out for the real tests. This estimation is
useful for the feedforward controller which uses a
better optical efficiency estimation.

The GS-GPC control strategy developed in this paper
is tested using a nonlinear distributed parameter model
and compared to a GPC designed for medium flow con-
ditions (MF-GPC), showing its advantages. Two real
tests carried out at the actual plant are also shown and
discussed.

The paper is organized as follows: section 2 briefly
describes the solar cooling plant. Section 3 presents the
mathematical model of the Fresnel collector field used
in this paper. Section 4 describes the design process
of the proposed control strategy. Section 5 presents the
simulation results and the real tests performed at the ac-
tual plant. Finally, section 6 draws to a close with con-
cluding remarks.

2. Brief plant description

The solar cooling plant was commissioned in 2008
and consists of three subsystems: the double-effect

LiBr+ water absorption chiller of 174 kW nominal cool-
ing capacity. The solar Fresnel collector field which
heats up the pressurized water and delivers it to the
water absorption chiller. The PCM storage tank which
helps to supply energy to the water to reach the required
operation temperature whenever the solar field is not
able to reach it. Figure[I]shows the scheme of the whole
plant.

Natural Gas

ROl Sumer

Storage Tank

' B

Cool water 7°C

Avsorption .
<

Cooling System

Suadalquw,

(N
\

Figure 1: Plant general scheme

Water absorption chiller: this is a double-effect cy-
cle LiBr+ absorption machine with 174 kW and a the-
oretical COP of 1.34, which transforms the thermal en-
ergy (hot water at 140-170 °C) coming from the Fresnel
solar field or the PCM storage tank, into cold water to be
used by the ESI of Seville Bermejo et al.|(2010). Apart
from the hot water, a cooling fluid for the condenser is
needed in the absorption machine. This is obtained from
the water catchment of the Guadalquivir river.

Solar Field: the solar field consists of a set of Fresnel
solar collectors (see Figure 2) which concentrate solar
radiation onto a line where a 64 m long absorption tube
is located. The energy is transferred to a heat transfer
fluid (in this case, pressurized water).

PCM storage tank: the PCM storage is a 18 metre
long shell-tube heat exchanger with a 1.31 metre diame-
ter (Figure[3). It consists of a series of tubes containing
a heat transfer fluid and PCM fills in the space between
the tubes and the shell.

The storage tank uses a hydroquinone as a PCM be-
cause the melting temperature is about 170 °C, which
is suitable for the water absorption chiller operational
range (145-170 °C).

3. Mathematical modeling of the Fresnel collector
field

In this section, the mathematical model of the solar
collector field is presented. The equations governing the



Figure 3: PCM storage tank

system dynamics are similar to those used in the case

of the parabolic trough fields (1985))). The

difference relies on the computation of the geometrical
efficiency and the shade factor. In (2013)),
the experimental validation of an optical and thermal
model of the Fresnel collector was carried out in steady
state.

There are two ways of modeling this kind of system:
the concentrated parameter model and the distributed
parameter model (1996)). In this paper, the
distributed parameter model is used for simulation pur-
poses and the concentrated parameter model is used for
obtaining a feedforward controller.

It is worth pointing out that the equations used for
this plant are the same as those used for modeling the
parabolic trough solar plant. The difference depends
on the way in which the model parameters are com-
puted: the fluid characteristics (density, specific heat,

Symbol description Units
t Time s
X Space m
p(t)  Density kgm=3
C(t) Specific heat capacity JK kg™!
A Cross sectional area m?
T(x,t) Temperature K,°C
q(t) water flow rate m3s~!
I(t) Solar radiation Wm=?
no(t)  geometric efficiency Unitless
Kopr Optical efficiency Unitless
G Collector aperture m
T.(t)  Ambient temperature K.,°C
H(t)  Global coefficient of Wm=2°C~!
thermal loss
H,(t)  Temperature-dependent ~ Wm>5s°C~!
part of the heat transmis-
sion coefficient
H,(t)  Coefficient of heat trans- ~ Wm=2°C~!
mission metal-fluid
L Length of pipe line m

Table 2: Parameters description

metal-fluid heat transmission coefficient...), the ther-
mal loss coefficient, the geometric properties of the
solar field and the computation of the geometric effi-
ciency which is more complicated than the case of the
parabolic trough plant, as explained in
(2010).

3.1. Distributed parameter model

As described in section 2, the Fresnel solar collector
field consists of a set of Fresnel solar collectors which
concentrate solar radiation onto a line where a 64 m
long absorption tube is located. The model is described
by the following system of partial differential equations
(PDE) describing the energy balance (Spoladore et al.

(2011)):

T,
memAma—t’" = IK,noG—H,G(T,,—T,) — LH,(T,, — Ty)
an an
PrCrAr— - +PrCra—5 - = LH(Tu—Ty) (1)

where m subindex refers to metal and f subindex refers
to a fluid. In Table 2, parameters and their units are
shown.

The PDE system is solved by dividing the metal and
fluid into 64 1m long segments. The integration step is



chosen to be 0.5 seconds. The computation of the geo-
metric efficiency, which takes into account the effect of
the cosine of the incidence angle of the solar beam and
the shade factor, involves complex trigonometric formu-

las. These are well explained in|Robledo et al.| (2010).
Some parameters have been better adjusted than those
presented in (Spoladore et al| (2011))). In particular, the
density, specific heat and coefficient of heat transmis-
sion have been obtained as polynomial functions of the
segment temperature and water flow using thermody-
namical data of pressurized water. The coefficient of
thermal losses has been obtained using real data from
the Fresnel solar field. Their expression are as follows:

pr=—0.0025T7 —0.203 Ty +1003.91  (2)

Cf=5.16e—7 T —1.56e—4 T7 +0.0277 T}

—1.627 Ty +4207.403 3)
H,=134e—4T; —7.78¢—2 T} +18.73 T}

—2.57e3 Ty +4.11e5

H, =H, "% 4)

The thermal loss coefficient can be calculated using
equation (3):

H; = (0.00122)(T;, — T,) +0.001763 (5

In order to adjust the model parameters, a set of 10
days covering different operating conditions has been
used. The following two days have not been used for
identification but for validation of the model behavior.

Figure [] corresponds to a typical summer day. The
oscillations in the inlet temperature are produced by the
temperature returning from the chiller. Figure [5] shows
the evolution of the error between the distributed param-
eter model and the real data. A maximum error of 2.5
°C (1.6 %) can be observed.

Figure [6] corresponds to a day when the solar collec-
tor field is working in recirculation mode. This opera-
tion mode is used to heat up the solar field. Figure [7]
shows the evolution of the error between the distributed
parameter model and the real data throughout the day.
At 14.6 h, a part of the solar field (70 %) is defocused.
A maximum error of 1.6 °C (about 2 %) can be ob-
served.
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Figure 4: Solar field evolution Model vs Real: 29/06/2009
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Figure 5: Errors between distributed parameter model and real data:
29/06/2009



Temperatures: Comparison between model and real data
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Figure 6: Solar field evolution Model vs Real: 31/07/2017

Error between Model and Real Temperatures: 31/07/2017
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Figure 7: Errors between distributed parameter model and real data:

31/07/2017

3.2. Concentrated parameter model

The concentrated parameter model provides a lumped
description of the whole field. The variation in the inter-
nal energy of the fluid can be described by the equation

(Robledo et al] (2010)):
cdg‘;‘” = Kopi0SI — qPcp(Tour — Tin) — HiS(T — T,)
(6)
where g is the water flow, T;,; and T;, are the outlet and
inlet oil temperatures, respectively, T is the mean value
between inlet and outlet temperatures and 7, is the am-
bient temperature. C is the thermal capacity of the solar
field, K, is the optical efficiency (which incorporates
the effects of mirror reflectivity, tube absorptance, inter-
ception factor), I is the solar irradiance and S is the total
reflective surface measuring 352 m?. The geometric ef-
ficiency no is a function of the cosine of the incidence
angle between the mirrors’ normal vector and the solar
beam and the shade factor, Pc), takes into account some
geometrical and thermal properties of the loop and H; is
the coefficient of thermal losses.

Figure 8] shows a comparison between the evolution
of the distributed parameter model, the concentrated pa-
rameter model and the real data. Although the evolution
of the concentrated parameter model is close to the real
one, the distributed parameter model achieves a more
accurate response as expected. Figure[9]depicts the evo-
lution of the error for the two considered models.

Comparison between concentrated and parameter models evolution
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Figure 8: Solar field evolution Distributed Model vs Real vs Concen-
trated Model: 31/07/2017



Model errors compared to real data: 31/07/2017
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Figure 9: Error Comparison: 31/07/2017

In this paper, the concentrated parameter model is
used to implement a feedforward controller.

4. Gain Scheduling Generalized Model Predictive
Control Strategy

In this section, the proposed model predictive control
strategy is presented.

4.1. MPC control scheme

Since the dynamics of the solar collector field is
highly nonlinear a feedforward in series with the plant
is used. The feedforward controller has a twofold ob-
jective: on one hand, the feedforward controller has
demonstrated to be very useful in rejecting the multi-
ple disturbance sources which affect a solar collector
field (Camacho et al. (1992)). On the other hand, a
series feedforward linearizes approximately the highly
nonlinear response of the solar field as explained in|Ca-
macho et al.|(1997). In fact, this approach is simple and
provides results comparable to the use of feedback lin-
earization (Cirre et al.[| (2007)), with lower complexity.
The linear model to be used in the control strategy cor-
responds to the set feedforward+plant.

The control strategy works as follows: The model
predictive control receives the desired outlet tempera-
ture set-point and the current outlet temperature of the
solar field. It computes a virtual reference temperature

Tref,ir given to the feedforward controller. The feedfor-
ward controller, using the data from the solar field, com-
putes the water flow to reach the desired set-point. For
the MPC controller, the set feedforward+plant behaves
as a linear model with an approximate unitary gain.

Plant variables: Solar radiation, Tin, Tamb, local hour

Feed-forward

Gain Scheduing | it v Fresnel collector | Tout

Series

GPC

field

1s: 205

Figure 10: Control Scheme

The feedforward is computed using the concentrated
parameter model as follows:

- (KoptnOSI - HIS(T - Ta)) 7
qPcy(Trefir — Tin)

It is worth noting that, if the model is perfect, Tref,;,
will be equal to T, in steady state. However, because
the model is, in general, not perfect, these two values
will not be equal. The GS-GPC controller computes
Tref,ir so that the outlet temperature of the solar field
tracks the desired reference.

Another point to be considered is that, although a
series feedforward compensation is used, the plant dy-
namics change substantially with the water flow level.
In particular, this kind of system is difficult to control at
low flow level. If the control strategy uses only a par-
ticular linear model associated to a flow level to predict
the system evolution, when the plant works at a differ-
ent flow level, the dynamics will change and the perfor-
mance of the controller may be deteriorated. In order
to deal with this problem, a gain scheduling approach is
used in this paper.

4.2. MPC problem formulation

MPC control algorithms consist of the following 3
steps (Camacho and Bordons| (2004), Rawlings and
Mayne, (2009)):



(1) Use a model to predict the process evolution at fu-
ture time instants (horizon), depending on a con-
trol sequence.

(i) Compute the control sequence which minimizes a
certain objective function.

(iii) Apply only the first element of the control se-
quence, then recalculate the sequence shifting the
horizon one step in the future (receding horizon).

The model used to predict the process evolution can be
either linear or nonlinear. The model used to predict
the future evolution of the plant is considered to be a
discrete-time transfer function. The model predictive
control strategy, in this case, is called generalized pre-
dictive controller (GPC) (Clarke et al.| (1987a)); [Clarke
et al. (1987b));Beschi et al.[(2013)).

In general, the mathematical expression of the MPC
problem can be posed as follows:

Np
. g T
min/ =} (yk+z\k —y,’ff,) (Yk+t|k —ylﬁif,)
t=1

No—1
T
+2 Z;‘] Auk+t‘kAuk+t‘k
P

S.t.

Virtk = S (AU Y1, V125 --+)
Ut = Ugyr—1 + Aty
Umin < Ugts < Umax

t=0,...,N,—1

where N, and N, stand for the prediction and the control
horizons respectively. The parameter A penalizes the
control effort. Au is the vector of future control moves
(Au = [Aug,Augy) - - - Augiy,—1]). For the Fresnel solar
collector field, the variable y; | is the prediction of the
system temperature at instant kK +¢ based on the avail-
able information at instant k and using the linear model
(see subsection. The variable y,. s is the desired ref-
erence temperature for the outlet temperature. The con-
trol signal u is the virtual temperature reference Tref,;,
provided to the feedforward by the GPC algorithm.

In this case, only the following constraints in the am-
plitude of the signal u are considered:

Tin < gy gk < 225 ®)

This range is chosen because the solar field cannot
work above 225 °C and working in a temperature below
the inlet temperature is not of interest.

To ensure that the water flow is confined to the de-
sired values, it is saturated.

4.3. Gain Scheduling approach

A gain scheduling controller is an easy way to cope
with the changing dynamics of a nonlinear system.
Since a linear controller is tuned to a particular work-
ing point, when the plant evolves far from the design
conditions, the linear controller performance may dete-
riorate. A simple solution would be to design a set of
controllers covering the different operating conditions
and switching smoothly among them (Leith and Leit-
head| (2000)). In this case, the parameters of the linear
model used to predict the future evolution of the plant
change with respect to the water flow.

This approach is similar to that proposed in/Camacho
et al.[|(1994): four water flow levels are considered cov-
ering the entire range of operation (3.8-9.1 m?>/h). In
Camacho et al.|(1994), the unconstrained GPC problem
is solved for four flow levels and four gains are obtained.
The controller gain is interpolated between the interme-
diate values. In the approach used here, the linear model
parameters are interpolated for intermediate flow values
and, then, the GPC problem is solved.

The discrete-time transfer functions have been cho-
sen as indicated in equation (9):

by +biz bz T b3z by

G 7]
(@) l+apz ! +ajz2

(€))

The high order of the numerator aims at modeling
high frequency dynamics (Pickhardt (2000)). The sam-
pling time for the MPC control strategy has been chosen
as 20 seconds. This choice is suitable for grasping the
fundamental dynamics of the plant (time constants be-
tween 140 and 350 seconds) and, at the same time, for
keeping the real part of the poles of the discretized sys-
tem reasonably smaller than 1 (Astrom and Wittenmark
(1997)). The time constants are estimated for different
flow conditions using a step in the input of the extended
plant (feedforward and plant). That is, a step in the tem-
perature reference Tref,; to the series feedforward in
steady state.

To identify the linear model parameters, a PRBS sig-
nal is applied to the distributed parameter model in se-
ries with the feedforward and then, using a least square
identification method to obtain those parameters. Fig-
ure [1 1| shows the step response for the discrete transfer
functions associated to four water flow conditions. As
can be seen, the system response becomes substantially
slower at low flow levels.

Table [4.3] shows the parameter of linear models for
the considered water flow conditions.

Let Ai(z™") = [1 apz' aiz7?] and Bi(z7') =
[bo b1z~ bpz~2 b3z~ byz™* bsz 3], the parameters for
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by | -2.683e-3 | 3.484e-3 | 2.241le-2 | 5.419e-2
by | 3.280e-2 | 6.813e-2 | 9.436e-2 | 0.108
by | 9.711e-3 | -1.847e-2 | -3.815e-2 | -2.856e-2
by | -1.983e-2 | -1.163e-2 | 9.231e-3 | 2.838e-2
a, -1.802 -1.704 -1.547 1.349
ai 0.824 0.748 0.638 0.517

Table 3: Linear model parameters depending on the water flow (gq)

(m?*/h)

the linear model associated to the 4 water flow consid-
ered (i=1,2,3,4), where q; = 3.8 m*/h, g» = 5.3 m* /h,
g3 =71.1m*/h, g4 = 9.1 m> /h. To compute the param-
eters of the linear model for a particular flow level g:

ifqg <qpthen
Az =A1)
Bz ") =Bi(z™")

ifq > qathen
Az =Asz")
B(z ') =Ba(z™")

ifqi <q<gqit1, fori=1,2,3 then

A(Z71 — q—dqi A,‘(Zil)‘f' %—H_qAH-l(Zil)
qi+1 —4qi qi+1 —qi
_ —qi _ i+1 — _
B(z 1):&&(2 l)'l-MBHI(Z 1)
qi+1 —qi qdi+1 —qi

5. Simulation results

In this section, three simulations are carried out to
demonstrate the performance of the proposed control
strategy. In the first one, a comparison between the
proposed way of implementing the GS-GPC approach
is compared to the one proposed in |(Camacho et al.
(1994), for the unconstrained case. Then, two simu-
lations where the GS-GPC controller is compared to
a generalized model predictive controller designed for
medium flow conditions (MF-GPC). The design point
was chosen as 6.5 m3/h. The GPC parameters have
been chosen as N, =7, N, = 12 and A = 6 for both
strategies. The water flow constraints are considered
to be 2.7-10 m? /h for simulation purposes. The MPC
problem is solved by using the quadratic optimization
function provided in the Matlab optimization toolbox.

In the first place, the advantage of interpolating the
linear model parameter and solving the unconstrained
GPC problem (henceforth Approach I) compared to the
approach used in |[Camacho et al.| (1994) (Approach II)
is explained. Figure[I2]shows the temperature evolution
for the two control approaches on a clear day. As seen
in figure[I2} the Approach II performance is quite close
to that obtained with Approach I although this one per-
forms slightly better. Table [ provides the ITAE (Inte-
gral of Time multiplied by Absolute Error) and the ISE
(Integral of Square errors) for this simulation.

Comparison between Approach | and Approach Il
T T T T T

Appraach |
———— Approach I
—— = Tref
Tin

Temperature (°C)

60

L | L L L L 1 L 1
138 14 142 144 146 148 15 152 154
Local hour

Figure 12: Comparison between the performance of Approach I and
the performance of Approach II.

Figure [T3] shows the comparison of the evolution of
three controller parameters: the real optimal value ob-
tained for the linear model associated to a particular wa-
ter flow level, the value obtained by Approach I and the



ITAE Criterion Approachl Approach I  diff(%)
14613.3 15656.8 7.13

ISE Criterion ~ ApproachI  Approach II  diff(%)
9988.8 10191.1 2.01

Table 4: Performance comparison using ITAE and ISE criteria for the
comparison between the Approach I and the Approach II.

value obtained by Approach II. As seen, the evolution
obtained with Approach I is closer to the optimal one,
particularly at low flow levels. The Approach II evolu-
tion is a good approximation at medium-high flow lev-
els.
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Figure 13: Comparison between the evolution of the three controller
parameters: real, Approach I and Approach II.

Figure [T4] shows the second simulation consisting of
a series of increasing steps in the temperature reference.
As can be seen, when the water flow is around the de-
sign point, the MF-GPC performance is very similar to
that obtained with the GS-GPC. As the water flow de-
creases to low values, the performance of the MF-GPC
deteriorates and overshoots appear. This can be ob-
served when working at low water flow. From 13.2 h
onwards, several disturbances affect the solar field. The
first one is a step in the inlet temperature which goes
from 105 °C to 109 °C. The GS-GPC better rejects the
disturbance than the MF-GPC. Two solar radiation dis-
turbances are simulated at 13.8 and 14.6 h. As can be
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seen, the GS-GPC recovers the temperature and leads
it around the desired set-point with small oscillations.
The MF-GPC overshoot is far higher than that obtained
with the GS-GPC. The GS-GPC is more aggressive with
the control signal but it is needed to properly reject the
disturbances.

Temperature evolution: GS-GCP vs Medium flow GPC
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5 —— Tout GS-GPC
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Figure 14: Simulation 2: Comparison between GS-GPC and MF-GPC

Figure T3] shows the third simulation. The inlet tem-
perature and the solar radiation data have been taken
from the real solar field corresponding to 31/07/2017.
The steps in the inlet temperature are produced because
the solar field was working in recirculation mode. In
this mode, the heated water is recirculated and reaches
the input of the solar field after passing through a long
pipe. This kind of disturbance is difficult to deal with. If
the controller is not properly tuned, oscillations are pro-
duced in the outlet temperature, these oscillations prop-
agate to the input of the solar field later producing more
oscillations. Furthermore, the inlet temperature distur-
bance delay depends on the water flow. Taking antici-
pated actions to reject the inlet temperature disturbance
is not an easy matter.

The simulation consists of a series of increasing set-
points for the outlet temperature. As can be seen, sim-
ilar conclusions as those obtained in simulation 1 can
be drawn. The GS-GPC works well in all water flow
conditions with very small overshoots (less than 1 °C)
and its performance is better than that obtained with the
MF-GPC. Figure [[6]shows the flow levels for both con-



trollers.

As a general comment, it can be seen that when the
flow level is far from the design point of the MF-GPC
the performance deteriorates, whereas the performance
of the GS-GPC remains appropriate. This is due to the
gain scheduling compensation that changes the linear
model parameters with the flow level. The difference is
especially notorious at low flow levels.

Temperature evolution: GS-GCP vs Medium flow GPC
120 T T T T T

4

Tout GS-GPC
Tref

Tin H
Tout MF-GPC

Temperature (°C)

a0l I I I I I L
125 13 135 14 145 15

Time (local hour)

Figure 15: Simulation 3:Comparison of temperature evolution be-
tween GS-GPC and MF-GPC

Solar radiation and water flow evolution
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Figure 16: Simulation 2: Water flow levels and solar radiation

Finally, Table [5] provides the ITAE criterion and the
ISE criterion for the two controllers in the simula-
tions shown in this section. As expected, the GS-GPC
achieves the best performance criterion in both cases.
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ITAE Criterion GS-GPC MF-GPC  diff(%)
Sim 2 17856.9 222194  24.43
Sim 3 5148.3 5882.1 14.25

ISE Criterion ~ GS-GPC MF-GPC  diff(%)
Sim 2 35279.1 36861.4  4.483
Sim 3 12230.1  12486.4 2.08

Table 5: Performance comparison using ITAE and ISE criteria

6. Real Tests

In this section, two real tests carried out at the Fresnel
collector field are presented. These tests were carried
out on 06/10/2017 and 09/10/2017.

Both experiments were done in recirculation mode
and the variable frequency drive of the water pump was
limited to the 40-100 % range which corresponds to a
flow range between 3.7 and 9.1 m3 /h.

Another important point concerns the optical effi-
ciency. Several studies determined that the overall opti-
cal efficiency of the solar field is about 0.22. However,
due to some miscalibrated mirrors, efficiency at the be-
ginning and at the end of the operation was found to be
substantially lower. This can be observed in the tests,
because the thermal jump obtained at the beginning of
the day was significantly smaller than those obtained in
the middle of the day for similar water flow levels.

In order to estimate this effect, a lumped parameter
model is used. The parameter is called 7.4 and it rep-
resents the efficiency loss due to the miscalibration.

dTOMf

C
dt

= ncalKoptnOSI - qPCp(Tout - Ttn) _HIS(T - Ta)

(10)

From equation (I0), the parameter can be computed
iteratively throughout the test as follows:

Cow 4 {1 S(T — Ty + qPcy(Tour — Tin(t — k)
KopinoSI

Neal =
(11)

The previous expression can only be computed when
solar radiation is higher than 0. Since this expression
uses the derivative of the outlet temperature, the evolu-
tion of the estimated parameter 7)., has to be filtered in
order to avoid abrupt changes.

As far as the intlet temperature is concerned, the
lumped parameter model most used in literature does
not consider the delay between the inlet temperature
and the outlet temperature. This is done because the
lumped parameter model is a simplified description of
the field, where the spatial distribution is not considered



and the inlet oil temperature changed very slowly in the
ACUREKX field, as it came from a storage tank.

In this process, changes in the inlet water temperature
can be fast and the transport delay from the input tem-
perature to the output of the collectors has to be con-
sidered. The inlet temperature to be used in equation
(1)) is not that measured in the current sampling time,
but that which is affecting the outlet temperature at that
moment. In other words, time delay k is the time taken
by a change in the inlet temperature to be reflected in the
outlet temperature and has been estimated as a function
of the water flow. Figure[I7)shows the time delay versus
the water flow. These measurements were taken from
the real Fresnel collector field, as in (Cirre et al.[(2007)).
In order to obtain this relationship, the solar Fresnel col-
lector field worked in recirculation mode. For five flow
levels, the time taken for a variation in the inlet tem-
perature to become visible in the outlet temperature is
measured.

Another way to cope with this transport delay for
this kind of system can be found in (Normey-Rico
et al.| (1998)), using a discrete-time approximation of
the equation which accounts for different values of the
flow during different sampling intervals.

time delay vs water flow

water flow (m 3J‘h)

1 I 1
150 200 250

delay (seconds)

1
50 100 300

Figure 17: Time delay of the inlet temperature depending on the water
flow

Figure [I8] shows the test carried out on 06/10/2017.
Throughout the test, the tuning parameters were chosen
as No =7, N, =12 and A = 7. Parameter 1 is chosen
higher than that used in simulations in order to obtain
less aggressive behavior and avoid stress to the pump.
As can be seen, the controller tracks the desired set-
points properly with very small overshoots. The rise
time is about 7-8 minutes. As the fluid is being recircu-
lated through a pipe, the changes in the outlet tempera-

12

ture affect the inlet temperature of the solar field. It can
be observed that the inlet temperature disturbances are
well dealt with by the GS-GPC controller.

In order to show the response of the controller when
solar radiation disturbances occur, the solar field is de-
focused. At 15.02 h, the solar field is completely defo-
cused for 3 minutes and then is focused again. The con-
troller had no information about this. As can be seen the
outlet temperature rises very abruptly due to two effects:
the focusing of all the mirrors and the rising inlet tem-
perature. The GS-GPC controller manages to recover
the temperature in spite of the strong disturbances and
steers it around the set-point. At 15.26, 40 % of the
mirrors are defocused for 2 minutes. The GS-GPC con-
troller is able to lead the outlet temperature around the
set-point with an overshoot of 1.5 °C.

Realtest 06/10/2017

T
=

Field
defocusing:
40%

=
T

temperature (°C)

Field
defocusing:
100%

) - | | |
13 135 14 145 15 155
fime (local hour)

Solar radiation and water flow

1100} — Ira (Wim?)
------- 7100 (m’h)

1 1
13 135 14 145 15 155
fime (local hour)

Figure 18: Real Test: 06/10/2017

The aforementioned effect of the miscalibrated mir-
rors can be observed in figure [T9] At the beginning of
the operation, the efficiency loss parameter 1; is about
0.4. After some initial oscillations, the estimator con-
verges to a value of approximately 0.45. As time passes
efficiency increases because the mirrors are better fo-
cused and more energy is collected by the fluid. It is
interesting to note that this parameter also estimates the
effect of defocusing the solar field acting as a distur-
bance observer. When the solar field is completely de-
focused at 15.2 h, 1.4 falls and when it is focused again
the parameter increases again because the efficiency is



increased. Parameter 7., could be estimated using an
observer or the Kalman filter (Karamali and Khodaban-
deh| (2017)). In this paper, for simplicity, a simple low
pass filter is used.

Estimation of the Mear test 06/10/2017
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Figure 19: Estimation of 7., throughout the real test:06/10/2017

Figure [20| shows the test performed on 09/10/2017.
The test consisted of a series of changing set-points
which were well tracked by the GS-GPC controller. The
controller was able to cope with the inlet temperature
changes. At 15.02 h, 40 % of the mirrors were defo-
cused to simulate a sudden fall of solar radiation. As
seen, the controller diminished the water flow when the
outlet temperature fell and when the field was again
focused, it lead the temperature to the set-point with
small oscillations. At 15.12, communication with the
plant was lost and when recovered the set-point was
110 °C by default. It produced a drop in the water
flow to 4 m®/h. Then, the set-point was changed to
95 °C which the controller tracked after some oscilla-
tions produced by the drop in the water flow. At 15.8
the solar field was completely defocused for 5 minutes
to simulate passing clouds. When the solar field was
focused, the controller recovered the outlet temperature
and tracked the set-point in spite of the strong distur-
bances.

Figure 2T|shows the estimation of 1., throughout the
test. The conclusions obtained are very similar to those
obtained in the previous test. The parameter value at
the beginning of the test is low, due to the miscalibrated
mirrors. When the field is defocused, parameter 1.4
estimates this effect and helps the controller to act prop-
erly.

In conclusion, the proposed control strategy performs
well in both tests, tracking the desired set-points when
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Real test: 09/10/2017
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Figure 20: Real Test: 09/10/2017
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Figure 21: Estimation of 7., throughout the real test:09/10/2017



possible in spite of strong disturbances.

7. Conclusions

Advanced control strategies can play an important
role in improving the efficiency of solar plants. In par-
ticular, model predictive control strategies have been ap-
plied successfully when controlling solar plants.

In this paper, a gain scheduling model predictive con-
trol strategy is designed for the Fresnel collector field
located at the Escuela Superior de Ingenieros de Sevilla.
Simulation results were provided showing the effective-
ness of the proposed strategy. Furthermore, two real
tests are presented. These tests show that the proposed
controller successfully tracks the desired set-points and
efficiently rejects the multiple disturbances affecting the
solar field.
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