Analysis of an aggregate loss model in a Markov renewal regime
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A B S T R A C T

In this article we consider an aggregate loss model with dependent losses. The loss occurrence process is governed by a two-state Markovian arrival process (MAP2), a Markov renewal process that allows for (1) correlated inter-loss times, (2) non-exponentially distributed inter-loss times and, (3) overdispersed loss counts. Some quantities of interest to measure persistence in the loss occurrence process are obtained. Given a real OpRisk database, the aggregate loss model is estimated by fitting separately the inter-loss times and severities. The MAP2 is estimated via direct maximization of the likelihood function, and severities are modeled by the heavy-tailed, double-Pareto Lognormal distribution. In comparison with the fit provided by the Poisson process, the results point out that taking into account the dependence and overdispersion in the inter-loss times distribution leads to higher capital charges.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

The modeling of losses in actuarial science has occupied a prominent role in the last decades. In particular, the estimation of aggregate loss models constitutes a challenge for the insurance industry and financial entities due to the need for a correct assessment of the premium rates and safety margins. The standard definition of an aggregate loss models is as follows. Let $X_1, X_2, \ldots$ be independent and identically distributed random variables representing the sizes of individual claims (or severities), and let $N$ count for the total number of losses in a fixed period (frequency). We shall assume that the severities are independent of the occurrence process. Then, the total loss for the time period can be written as the compound model

$$Z = \sum_{i=1}^{N} X_i.$$  

(1)
The usual approach for defining the aggregate loss, which shall be considered in this paper, is to separately model the frequency and the severity of the losses. Then, the distribution of $Z$ is obtained from that of $N$ and the sequence $X_1, X_2, \ldots$. For a thorough description of general aggregate models, the reader is referred to [55] or [40].

One of the most significant applications of loss aggregate distributions is the modeling of the operational risk (OpRisk). The OpRisk constitutes, together with market and credit, the financial risk and results in different types of losses as those generated by natural disasters, frauds, terrorist attacks or security and legal risks. Typically, in the OpRisk modeling, the total loss is defined as in (1), an expression which can be generalized to consider different risk cells or business lines.

Dependence has been a key issue in the recent risk research. The classical risk model has been extended in a number of ways to obtain more general models assuming dependence between claim sizes or inter-claim times, see for example [24]. Dependence has been also considered in multiple ways for OpRisk aggregate loss models. For example, dependencies among frequencies and/or severities can exist within or between cells [22,47,77]. Also, the type of loss may be a factor to generate dependence patterns, as for instance, in [64]. Other authors consider models where the correlation is introduced at the aggregate loss level, as in [15,53]. Copulas constitute a widely used approach for modeling dependence between risk cells, see [7,26,46], to name a few among multiple works. Mixture models have also been considered in the OpRisk literature to introduce dependence among frequencies and severities, as in [65]. Finally, point processes are also one of the tools employed for constructing dependent occurrence processes, as shown in [17,33,58].

As pointed out in [18], an alternative approach for studying the frequency of losses in an OpRisk context is to look into the statistical properties of the inter-loss times. As previously commented, the Poisson process has been widely used for modeling the occurrence of losses. However, it might be the case that the exponential distribution does not properly fit real datasets, and in such cases a more general continuous distribution supported on the positive real line is needed [18]. In addition, although few studies have been devoted to examine the dependence on time of the losses, others point towards the need of considering serial correlations [16,22]. Finally, the equidispersion property of the Poisson process may be inadequate in practice: for example, in the Cruz study fraud loss data [23] the empirical variance doubles the mean. This overdispersion characteristic of the OpRisk has been also documented by [3,30].

The contribution of this paper is three-fold. First, we consider an aggregate loss model where the losses occurrences are modeled by a Markov renewal process that allows for non-exponential and correlated inter-loss times as well as for overdisperse loss counts. Second, some measures of persistence related to the loss occurrence process which may be of interest for financial decision makers are derived. In particular, closed-form expressions for the transition probabilities between short and long inter-loss periods as for the mass probability function of long/short inter-loss times spells are calculated. Third, the aggregate model and quantities of interest as persistence coefficients and capital charges are estimated on a base of a real OpRisk dataset.

Markov renewal process and renewal processes have been a traditional tool for insurance risk modeling, see for example [20,31,45,69]. In this work we consider the Markovian arrival process (MAP), a type of Markov renewal process which is in turn a subtype of Batch Markovian arrival process (BMAP). The general BMAP [51] defines a versatile class of point process containing both renewal and non-renewal processes, as the Phase-type renewal processes and Markov modulated Poisson processes, respectively. In a BMAP, the times between events (losses, arrivals...) are dependent and phase-type (PH) distributed, and as will be described later, the mean and variance of the counting process do not coincide. All these properties have made the BMAP suitable for modeling a variety of real life contexts as queuing theory, reliability, teletraffic, and climatology, see [14,38,42,62,66,78], just to cite a few. In particular, the MAP has been also widely considered in the insurance literature, see [1,14,19,21,32,52,79]. In [64], a variant of the MAP, the Marked Markovian arrival process, which differentiates between multiple categories of losses, is considered.

A number of papers have considered statistical inference for different classes of BMAPs. For example, [5,11,28,66,74] and [78] investigate moments matching approaches. Other authors adopt a Bayesian viewpoint, as [29] or [60], where exact Gibbs samplers are proposed to obtain the posterior distribution of the model parameters. Finally, the EM algorithm is the method suggested for instance in [8,39] and more recently, in [54]. In this paper, given a real OpRisk dataset, we carry out estimation of the aggregate loss model by fitting separately the frequency and severities. In regards the frequency, we apply direct maximization of the likelihood for a sequence of consecutive inter-loss times in a MAP$_2$, an approach that follows [10].

As previously commented, heavy tailed distributions constitute the common tool for modeling severities. In our example, the double-Pareto Lognormal distribution [63] provides reasonable estimates for both the body and tail of the empirical distribution. Once the occurrence process and the severities are fitted, we are able to estimate the loss aggregate distribution and both persistence and risk related measures as the distribution of short (long) inter-loss times spells, or the Value-at-Risk and Expected Shortfall. It should be noted that in spite of the large amount of aggregate loss models defined in the literature, papers dealing with their statistical estimation are very scarce. As examples, see [25], [75] and [2]. In the first, a simple distribution (Poisson or Negative Binomial) is fitted to the frequency data[75]; consider Bayesian estimation for a loss model under different combinations of distributions for the pair frequency/severity. Finally, in [2], a different model (the Coxian distribution) is estimated to inter-loss data. However, in all the previous works independent losses were assumed.

This paper is organized as follows. Sections 2.1 and 2.2 review the definition and properties of the MAP$_2$, in particular those related to the inter-loss time distribution and the loss counting process. Section 2.3 describes the estimation algorithm for fitting the MAP$_2$ to a sequence of inter-loss times. In Section 3 we analyze in detail several aspects of the MAP$_2$ that remained unexplored, up to our knowledge. In particular, Section 3.1 considers the issue of the overdispersion, while
Section 3.2 is devoted to present novel measures of persistence in the loss occurrence process. While Sections 2 and 3 are focused on the loss occurrence process, Sections 4 and 5 deal with the aggregate loss model. Section 4 reviews basic theoretical aspects of loss aggregate models in the context of OpRisk and Section 5 represents the applied contribution of the paper. The inference of the $\text{MAP}_2$ allows for estimating the considered aggregate loss distribution, given a real OpRisk data set. Setting a specific type of heavy-tailed distribution for the severities (double Pareto Lognormal distribution, see [63]), then a Monte Carlo algorithm, for which the convergence is assessed, is used to simulate samples from the aggregate loss model. The differences obtained under a $\text{MAP}_2$ and, the commonly assumed Poisson process, in terms of the loss distribution and risk measures are object of discussion. Finally, Section 6 considers conclusions and future work.

2. A Markov Renewal loss occurrence process

The Markovian arrival process ($\text{MAP}$) constitutes a class of Markov renewal process that generalize in matrix form the Poisson process by allowing for dependent and non-exponentially distributed inter-loss times. In this paper we will concentrate on the stationary two-state $\text{MAP}$, noted $\text{MAP}_2$, for two reasons. First, it has proven to be a versatile process in a number of different contexts [36,60,62,68]. Second, unlike higher order $\text{MAPs}$, it can be represented by a canonical, unique, parametrization in terms of a small number of parameters, which are convenient properties from a statistical inference viewpoint. This section summarizes the main properties of the $\text{MAP}_2$, with special emphasis on the inter-loss time distribution and the counting process.

2.1. Definition of the $\text{MAP}_2$

The $\text{MAP}_2$ is a doubly stochastic process defined by a Markov process with state space $S = \{1, 2\}$ and a counting process that changes according to the transitions of the Markov process. For a detailed description of the $\text{MAP}_2$, see [43,44,51,59].

In the $\text{MAP}_2$, the initial state $l_0 \in S$ is sampled from an initial probability vector $\theta = (\theta_1, 1 - \theta_1)$. At the end of a sojourn time which follows an exponential distribution with rate $\lambda_i$, two different type of transitions may occur. First, with probability $0 \leq p_{i1} \leq 1$ a unique loss occurs and the $\text{MAP}_2$ goes to a state $j \in S$. On the other hand, with probability $0 \leq p_{i0} \leq 1$, no loss occurs and the $\text{MAP}_2$ goes to a state $j$ which is necessarily different from state $i$.

A stationary $\text{MAP}_2$ can be represented by $\{ \lambda, P_0, P_1 \}$, where $\lambda = (\lambda_1, \lambda_2)$, and $P_0$ and $P_1$ are $2 \times 2$ probability matrices with elements corresponding to transition probabilities $p_{i0}$ $(i \neq j)$ and $p_{i1}$, respectively. Instead of transition probability matrices, any $\text{MAP}_2$ can also be characterized in terms of the rate matrices $\{D_0, D_1\}$.

$$ D_0 = \begin{pmatrix} -\lambda_1 & \lambda_1 p_{10} \\ \lambda_2 p_{210} & -\lambda_2 \end{pmatrix}, \quad D_1 = \begin{pmatrix} \lambda_1 p_{111} & \lambda_1 (1 - p_{120} - p_{111}) \\ \lambda_2 p_{211} & \lambda_2 (1 - p_{210} - p_{211}) \end{pmatrix}. \tag{2} $$

The matrix $D_0$ is assumed to be stable, and as a consequence, it is nonsingular and the sojourn times are finite with probability 1. The definition of $D_0$ and $D_1$ implies that $D = D_0 + D_1$ is the infinitesimal generator of the underlying Markov process, with stationary probability vector $\pi = (\pi_1, 1 - \pi_1)$, computed as $\pi D = 0$. When $D_0 = -\lambda$ and $D_1 = \lambda$, the $\text{MAP}_2$ is reduced to the Poisson process with rate $\lambda$.

The $\text{MAP}_2$ is a Markov renewal process. Indeed, if $Y_n$ denotes the state of the $\text{MAP}_2$ at the time of the $n$th loss, and let $T_n$ denote the time elapsing such loss and the previous one, then $\{Y_{n-1}, T_n\}_{n=1}^\infty$ is a Markov renewal process. In this case, the associated $2 \times 2$ semi-Markov kernel, whose $(i, j)$-th element is defined as

$$ Q(i, j, t) = P(Y_{n+1} = j, T_{n+1} \leq t \mid Y_n = i), $$

is given by

$$ Q(t) = (I - e^{\phi t})(I - R_0)^{-1}R_1, \tag{3} $$

see [13].

From Markov renewal theory, $\{Y_n\}_{n=1}^\infty$ is a Markov chain whose transition matrix $P^*$ is given by

$$ P^* = (I - R_0)^{-1}R_1. \tag{4} $$

with stationary distribution $\phi$ as

$$ \phi = (\pi D_1 \phi)^{-1} \pi D_1. \tag{5} $$

see [59]. It is a straightforward computation to prove that (4) can be also rewritten as $P^* = (-D_0)^{-1}D_1$.

The expression (2) for the $\text{MAP}_2$ in terms of 6 parameters is known to be overparameterized, [59]. However, [5] provide a unique, canonical representation for the $\text{MAP}_2$ in terms of just four parameters. Such canonical representation is the one we are using in this paper. Let $-1 < y < 1$ be one of the two eigenvalues of the transition matrix $P^*$ (since $P^*$ is stochastic, then necessarily the other eigenvalue is equal to 1), [5]. If $y > 0$, then the canonical form of the $\text{MAP}_2$ is given by

$$ D_0 = \begin{pmatrix} x & y \\ 0 & u \end{pmatrix}, \quad D_1 = \begin{pmatrix} -x - y & 0 \\ v & -u - v \end{pmatrix}. \tag{6} $$
On the other hand, for those MAP$_2$s such that $\gamma \leq 0$, then their canonical form is

$$D_0 = \begin{pmatrix} x & y \\ 0 & u \end{pmatrix}, \quad D_1 = \begin{pmatrix} 0 & -x-y \\ -u-v & v \end{pmatrix}.$$  \hspace{1cm} (7)

In the previous representations (6) and (7), $x$ and $u$ are less than 0 while the rest of elements are larger or equal to 0.

2.2. The inter-loss times distribution and the loss counting process

Special attention deserves the analysis of the $T$, the random variable representing the time between two sequential losses of a MAP$_2$ (or the inter-loss time distribution) in its stationary version. It is known that $T$ is phase-type (PH) distributed with representation $\{\phi, D_0\}$ [13], and therefore the cumulative distribution function is

$$F_T(t) = 1 - \phi e^{D_0 t} e, \quad \text{for } t \geq 0.$$  \hspace{1cm} (8)

It should be pointed out here that the phase-type distribution generalizes both the exponential distribution as well as the Coxian distribution (used by [2] in the context of aggregate loss distributions).

The moments of $T$ can be computed as

$$m_n = E(T^n) = n! \phi (-D_0)^n e,$$  \hspace{1cm} (9)

where $\phi = (\phi_1, \phi_2)$ is the probability distribution satisfying $\phi P^* = \phi$, and $e$ is a vector with elements equal to 1. In particular, the loss rate is computed as

$$\lambda^* = 1/m_1 = \pi D_1 e.$$  \hspace{1cm} (10)

If the focus is not on the marginal properties of inter-loss times but on their joint structure then, the likelihood function for a MAP$_2$ trace of inter-loss times is given by

$$f(t_1, t_2, \ldots, t_n | D_0, D_1) = \phi^{D_0 t_1} D_1 e^{D_0 t_2} e^{D_0 t_3} D_1 e^{D_0 t_4} D_1 \cdots e^{D_0 t_n} D_1 e,$$  \hspace{1cm} (11)

see for example [8,67].

As commented in Section 1, the MAP$_2$ allows for dependent inter-loss times. In particular, the consecutive times in the stationary version of the MAP$_2$ are correlated according to the correlation coefficient given by

$$\rho = \gamma \frac{m_2 - m_1^2}{m_2 - m_1^2}.$$  \hspace{1cm} (12)

where, as commented in the previous section, $\gamma$ denotes the eigenvalue of the transition matrix $P^*$ that satisfies $-1 \leq \gamma < 1$.

Next we shall briefly describe the counting process. Let $N_0(\tau)$ represent the number of losses in the interval $[t, t + \tau]$. Then, the number of losses observed in the interval $(0, \tau]$ will be given by $N_0(\tau)$. For $n \in \mathbb{N}$ and $\tau \geq 0$, let $P(n, \tau)$ denote the $2 \times 2$ matrix whose $(i, j)$th element is

$$P_{ij}(n, \tau) = P(N_0(\tau) = n, J(\tau) = j | N_0(0) = 0, J(0) = i),$$

for $1 \leq i, j \leq 2$. From the previous definition it is clear that

$$P(N_0(\tau) = n | N_0(0) = 0) = \pi^P P(n, \tau) e.$$  \hspace{1cm} (13)

The values of the matrices $P(n, \tau)$ cannot be computed in closed-form. Their numerical computation is based on the uniformization method addressed in [50] and summarized for the case of the MAP$_2$ in [66].

2.3. Statistical estimation of the MAP$_2$

A number of papers has considered estimation for different classes of BMAPs, the method of moments and the EM algorithm being the most studied approaches, see [5,8,11,54,66,78]. Given a real trace of inter-loss times from the OpRisk context, we explore in this paper the estimation of the MAP$_2$ via a direct maximization of the likelihood function in the same spirit as in [10]. In particular, given a sequence of inter-loss times $t = (t_1, t_2, \ldots, t_n)$, we formulate the ML estimation problem from the likelihood expression (11) as

$$\max_{\phi} \phi^{D_0 t_1} D_1 e^{D_0 t_2} e^{D_0 t_3} D_1 e^{D_0 t_4} D_1 \cdots e^{D_0 t_n} D_1 e$$

s.t. $D_0 = \begin{pmatrix} x & y \\ 0 & u \end{pmatrix},$

$D_1 = \begin{pmatrix} -x-y & 0 \\ -u-v & v \end{pmatrix},$

$x, u, x+y, u+v \leq 0,$

$y, v \geq 0.$

$\phi (-D_0)^{-1} D_1 = \phi.$

(P1)
Note that (P1) is stated in terms of the first canonical form of the MAP2, see (6). Regarding the second canonical form, we formulate (P2) as (P1), substituting the expressions for \( D_0 \) and \( D_1 \) by (7). In practice, given \( \tau = (t_1, t_2, \ldots, t_n) \), both problems (P1) and (P2) are solved and then the solution that maximizes the likelihood is kept.

Some computational aspects are detailed next. In order to solve (P1) (or (P2)), we used the MATLAB\textsuperscript{®} routine \texttt{fmincon} (with default options), where the starting solution was selected as follows. It is known that the MAP2 is completely characterized by the first three inter-loss times moments \( m_1, m_2, m_3 \) as in (9), and by the correlation coefficient \( \rho \) as in (12), see [5]. Then, a moments matching problem can be defined as

\[
\begin{aligned}
\min_{\delta(x, y, u, v)} \quad & \delta(x, y, u, v) \\
\text{s.t.} \quad & y, v \geq 0, \\
& x, u \leq 0, \\
& x + y \leq 0, \\
& u + v \leq 0,
\end{aligned}
\]

where \( \delta(x, y, u, v) \) is the objective function that measures the distance between the theoretical and empirical moments (\( \tilde{m}_1, \tilde{m}_2, \tilde{m}_3 \) and \( \tilde{\rho} \)):

\[
\delta(x, y, u, v) = \rho(x, y, u, v) - \tilde{\rho} \right)^2 + \left( \frac{m_1(x, y, u, v) - \tilde{m}_1}{m_1} \right)^2 + \left( \frac{m_2(x, y, u, v) - \tilde{m}_2}{m_2} \right)^2 + \left( \frac{m_3(x, y, u, v) - \tilde{m}_3}{m_3} \right)^2.
\]

To solve the multimodal Problem (P0), the routine \texttt{fmincon} was also used. A multistart was then executed with 100 randomly chosen starting points and found to yield satisfactory results. In practice, it turned out that the solution to the moments matching method is a good starting point for the ML problem. Indeed, other initial values could have been chosen, for example random starting MAP2s. In order to analyze the effect of the different starting points on the performance of the direct maximization likelihood approach, a total of one thousand random MAP2s were estimated as the solution of problem (P1), where the starting values were (1) randomly generated versus (2) the moments matching estimates. It was found that in the 61.53% of times, the objective function (the likelihood function) was larger using a moments method estimate. Finally, we discuss about the computational times characterizing the inference approach. Solving problem (P0) is fast in practice since it does not depend on samples sizes (the input is not the sequence of inter-loss times but the four empirical moments \( \tilde{m}_1, \tilde{m}_2, \tilde{m}_3 \) and \( \tilde{\rho} \)). For a prototype code written in MATLAB\textsuperscript{®} the running time was equal to 6.3 seconds, when run on Intel Core i5 at 3.2 GHz and 16 GB of DDR3 RAM. Solving (P1) is slower than solving (P0), since it does depend on samples sizes. Using the solution of (P0) as the starting solution and a sample of size equal to \( n = 100 \), the running time was 18.2 s. If instead, a sample of \( n = 500 \) inter-loss times is considered, the running time increased to 30.7 s. The undertaken approach is in any case faster than other approaches. If the Bayesian method in [60] is implemented, then for a sample of 500 inter-loss times the running time is about 19 s for a total of 1000 iterations. Taking into account that convergence is achieved after 50000 iterations, the Bayesian method turns out significantly slower. Recently, [78] compared the EM algorithm with a moments matching method in the context of Batch Markovian arrival processes, resulting the last one considerably faster.

The estimation of the MAP2 is not the main goal of this paper, and therefore we refer the reader to [10], where the technical details regarding the previous approach as well as several numerical illustrations are discussed more in depth.

3. Overdispersion and persistence

3.1. Overdispersion under the MAP2

As commented in Section 1, there are works pointing towards the overdispersion of the loss counts in the OpRisk context, which implies that the mean of the cumulated losses is considerably smaller than its variance, see [3]. Unlike the Poisson process, the MAP2 is able to model such overdispersion phenomenon, as we illustrate next.

Throughout this work, \( N(\tau) \) shall denote the stationary counting process in an interval of length \( \tau \), that is \( N(\tau) = \lim_{t \to \infty} N_t(\tau) \) where \( N_t(\tau) \) counts for the number of losses in the interval \([t, t + \tau]\). Then, the mean number of losses is defined in terms of the loss rate (10) as

\[
E[N(\tau)] = \lambda^* \tau,
\]

and the variance of that count is given by

\[
V[N(\tau)] = (1 + 2 \lambda^*)E[N(\tau)] - 2 \pi D_1(\pi^D + \Delta_1 e^\tau) - 2 \pi D_1(\pi^D + \Delta_1 e^\tau)^{-1} D_1 e^\tau,
\]

see [48] or [28].

It is also known that the counting process in a general \( m \)-state MAP has dependent increments. In particular, for the MAP2 the covariance of the counting process between intervals of length \( \tau \) is given by

\[
C(\tau) = \pi (M_1(\tau))^2 - (\pi M_1(\tau) e)(\pi e^{\rho \tau} M_1(\tau) e),
\]

where \( M_1(\tau) \) represents the first moment matrix of the counts during an interval \((0, \tau]\). Asymptotically, [48] proved that

\[
M_1(\tau) = E[N(\tau)] e^{\pi D_1(\pi^D + D_1 e^\tau) + e(\pi D_1(\pi^D + D_1 e^\tau)^{-1}) - 2 \frac{E[N(\tau)]}{\tau} D_1 e^\tau}.
\]
A measure of the potential overdispersion of the loss counting process is the Variance-to-Mean ratio \([41]\), defined as

\[
VTM(N(\tau)) = \frac{V[N(\tau)]}{E[N(\tau)]}.
\]

\([49]\) recently define the Index of Dispersion of Counts (IDC) in the same way as in \([16]\). In order to empirically study the range of values of \([16]\), a total of 10000 random set of parameters \(x, y, u, v\) as in \([6]\)[7] characterizing a MAP_2 were simulated. Then, the Variance-to-Mean ratios as in \([16]\) were calculated for an assortment of \(\tau\) values \((\tau \in \{1, 3, 5, 10\})\). Fig. 1 depicts the obtained results. From the figure it is clear that there are multiple configurations of parameters \(x, y, u, v\) under which \(V[N(\tau)]\) is considerably higher than \(E[N(\tau)]\), a phenomenon that intensifies as \(\tau\) increases. This is better observed in Fig. 2, which shows the evolution of the Variance-to-Mean ratio with the value of \(\tau\), for four different representations of MAP_2. It is interesting to note that in the simulation, only a 6.74\% of MAP_2 led to a Variance-to-Mean ratio less than 1. These preliminary results point out the suitability of the MAP_2 for modeling overdispersed data. Further theoretical research needs to be carried out in this line but since it is not the scope of the paper, we leave it as an open task.

3.2. Persistence measures

Next we shall study some persistence properties concerning the loss counting process of the MAP_2. There are works in the literature which consider the modeling of persistence since this is an inherent phenomenon in many financial and insurance contexts, see for example \([73,76]\) and the references therein. In general, in the OpRisk (and any financial) context it might be of interest to infer the probability that the next loss occurs in a short (or long) time given that the previous loss was recent (or far away). Also, decision makers could benefit from the knowledge of estimates for consecutive long periods without losses (long inter-loss times spells) or in contrast, short inter-loss times spells which might result in a higher capital charge. We next define these event and provide formulae for their calculation.
Let $s$ denote a fixed time. Recall from Section 2 that $T_n$ is the time elapsing from the occurrence of the $(n - 1)$th loss until the next $(n$-th) loss. Define the following persistence measures as:

\[
p_{01}(s) = P(T_{n+1} > s \mid T_n < s),
\]
\[
p_{11}(s) = P(T_{n+1} > s \mid T_n > s).
\]

As previously commented, financial decision makers could be interested in estimating $1 - p_{01}(s)$ for small values of $s$, or equivalently, the probability of the occurrence of a loss in a short period of time given that the previous loss occurred recently. Also, it would be advantageous to infer $p_{11}(s)$ for large values of $s$, that is, the probability of a long time up to the next loss given that the previous loss occurred long ago. In practice, $s$ can be chosen as a small or high percentile of a given historical trace of consecutive inter-loss times. Next result provides the expressions for the previous persistence measures.

**Proposition 1.** Let a MAP$_2$ be represented by $\{D_0, D_1\}$. Let $P^*$ denote the transition matrix between states where losses occur and $\phi$ its stationary distribution. Then,

\[
p_{01}(s) = \frac{\phi((1 - e^{D_0 s})P^* e^{D_0 s} P^* e)}{1 - \phi e^{D_0 s} P^* e},
\]

\[
p_{11}(s) = \frac{\phi e^{D_0 s} P^* e^{D_0 s} P^* e}{\phi e^{D_0 s} e},
\]

for $s > 0$.

See Appendix A for a proof.

Now, assume that the interest is to predict the probability of a sequence of short (long) inter-loss times spells. As before, consider a fixed time $s$. Then, define two discrete random variables $S$ and $L$ (standing for Short and Long, respectively) as

\[
S = n \quad d \quad (T_1 < s) \cap (T_2 < s) \cap \ldots \cap (T_n < s) \cap (T_{n+1} > s),
\]

\[
L = n \quad d \quad (T_1 > s) \cap (T_2 > s) \cap \ldots \cap (T_n > s) \cap (T_{n+1} < s).
\]

Defined as in \ref{eq:19},\ref{eq:20}, then for a small value of $s$, $S$ counts for the number of consecutive short inter-loss spells. On the other hand, if $s$ is large then, $L$ represents the number of consecutive long inter-loss spells. The following result expresses the probabilities of \ref{eq:19} and \ref{eq:20} in matrix form.

**Proposition 2.** Let a MAP$_2$ be represented by $\{D_0, D_1\}$. Let $P^*$ denote the transition matrix between states where losses occur and $\phi$ its stationary distribution. Then, for a fixed value $s > 0$

\[
P(S = n) = \begin{cases}
\phi [(1 - e^{D_0 s})P^*]^n e^{D_0 s} P^* e, & \text{if } n \geq 1 \\
\phi e^{D_0 s} e, & \text{if } n = 0.
\end{cases}
\]

\[
P(L = n) = \begin{cases}
\phi (e^{D_0 s} P^*)^n (1 - e^{D_0 s}) P^* e, & \text{if } n \geq 1 \\
1 - \phi e^{D_0 s} e, & \text{if } n = 0.
\end{cases}
\]
See Appendix B for a proof.
A remark is made at this point.

**Remark 1.** Propositions 1 and 2 are also true for higher-order MAPs. This is because in the matrix expressions for the different persistence measures only \( D_0 \) is involved (and not \( D_1 \), or \( D_k \) for \( k \geq 2 \) for higher-order MAPs). Also, the definitions of \( P \) and \( \phi \) are common for MAPs of all orders, see [13]. In the case of higher-order MAPs the proofs shall be identical but changing the counter of the summation from \( i, j, k \in \{ 1, 2 \} \) by \( i, j, k \in \{ 1, 2, \ldots, m \} \), being \( m \) the order of the process.

To conclude this section, we present several numerical results in order to illustrate some of the patterns that (17)-(18) and (21)-(22) may follow. This issue is of paramount importance to determine the versatility of the MAP_2 for modeling real-life situations. In this respect, the presented results are very preliminary and further research should be carried out in future work.

In order to illustrate some of the patterns that (17),(18) and (21),(22) are able to model, four different MAP_2 representations were chosen:

R1.

\[
D_0 = \begin{pmatrix} 1.1272 & 0.0055 \\ 0 & -42.4417 \end{pmatrix}, \quad D_1 = \begin{pmatrix} 1.1217 & 0 \\ 0.2173 & 42.2244 \end{pmatrix}.
\]

R2.

\[
D_0 = \begin{pmatrix} 1.4373 & 0.0498 \\ 0 & -14.2706 \end{pmatrix}, \quad D_1 = \begin{pmatrix} 1.3875 & 0 \\ 0.5283 & 13.7423 \end{pmatrix}.
\]

R3.

\[
D_0 = \begin{pmatrix} 0.6830 & 0.0026 \\ 0 & -34.6904 \end{pmatrix}, \quad D_1 = \begin{pmatrix} 0 & 0.6804 \\ 34.5586 & 0.1318 \end{pmatrix}.
\]

R4.

\[
D_0 = \begin{pmatrix} 0.9751 & 0.5933 \\ 0 & -46.6547 \end{pmatrix}, \quad D_1 = \begin{pmatrix} 0 & 0.3818 \\ 10.7740 & 35.8806 \end{pmatrix}.
\]

The previous selection of parameters was made among a total of one million simulated MAP_2s so that the four sets of parameters lead to different forms for expressions (17), (18), (21) and (22).

For each representation, \( 1 - p_{01}(s) \) and \( p_{11}(s) \) are computed for values of \( s \) equal to the low percentiles (5-th,6-th,...,49-th and 50-th) in the first case, and high percentiles (50-th,51-th,...,94-th and 95-th) in the second case. The results are shown in Figs. 3 and 4. Different models are obtained: in all the considered cases, the values of \( 1 - p_{01}(s) \) increase with \( s \) although the increase pattern differs between representations. On the contrary, there are cases where \( p_{11}(s) \) is not monotonic.

Figs. 5 and 6 depict the probabilities of the random variables that count for the number of short and long inter-loss times. In particular, the value of \( s \) has been chosen as the 20th and 80th percentiles of the inter-loss times distributions, respectively for \( S \) and \( L \). In the four cases, the probabilities mass functions are found to be unimodal at 0 and rapidly decrease towards 0, a pattern that was found in the total of the one million simulated MAP_2s.

**4. Modeling the OpRisk**

According to the European Union Solvency II Directive for insurers [35], the OpRisk is defined as “the risk of a change in value caused by the fact that actual losses, incurred for inadequate or failed internal processes, people and systems, or from external events, differ from the expected losses”. Because of its high expected impact to the banking industry, since the 9/11 attacks and tradings at Société Général, AIB and National Australia Bank, researchers have been studying approaches for properly modeling the OpRisk. The Basel II framework forces financial institutions to set aside a capital charge against unexpected losses derived from OpRisk. Three different methodologies have been proposed in the literature for OpRisk quantification: the Basic Indicator Approach, the Alternative Standardized Approach and the most sophisticated one (in terms of statistical modeling), the Advanced Measurement Approach (AMA), where the Loss Distribution Approach (LDA) is included in. In the LDA the estimation of the annual loss distribution \( Z \) as in (1) is achieved by modeling separately the distributions of the number of losses per year \( N \) and the severities \( X_i \), under the assumption of independence between them. It is common that the Poisson process or the Negative Binomial distribution are chosen to model the frequency, while some type of heavy-tailed distribution is selected to fit the severities, [6,18]. For a thorough treatment of the OpRisk modeling, we refer the reader to [6,56,57,70,72].

The cumulative distribution function of \( Z \) is calculated as

\[
F_Z(x) = P(Z \leq x) = \sum_{n=0}^{\infty} P(N = n)F_n(x),
\]
where \( F_n(x) = P(X_1 + \ldots + X_n \leq x) \) is the \( n \)-th convolution of the severities’ distribution. Although a closed-form expression for the loss aggregate distribution is usually hard to be obtained, its first and second moments can be computed in terms of those of the severity and frequency distributions as

\[
E(Z) = E(N)E(X_1), \\
V(Z) = E(N)V(X_1) + V(N)E(X_1)^2.
\]

Closed-form expressions for higher order moments can be found, for example in [71]. Under (1), the capital charge is obtained as the Value-at-Risk (VaR),

\[
\text{VaR}_p(Z) = F_2^{-1}(p),
\]

where \( F_2^{-1} \) is the inverse cumulative distribution function of the total annual loss, and \( p \) denotes the risk tolerance which is usually chosen close to 1. Another measure of interest in the OpRisk modeling is the expected shortfall (equivalently, conditional VaR), which unlike the VaR, satisfies the property of coherence. It is computed as

\[
E(Z \mid Z \geq \text{VaR}_p(Z)).
\]

If the distribution of \( Z \) has an infinite mean, then clearly the expected shortfall does not exist.

In order to approximate (1) a battery of numerical methods, either based on simulations, inversion of characteristic functions, or recursions, have been proposed in the literature. For an exhaustive review of such methods, see [34,56,71,72], or Ch. 9 in [40].

5. Numerical application

In this section we illustrate an application of the MAP2 in the context of the OpRisk. In particular, given a real OpRisk database, described in Section 5.1, the MAP2 is fitted to the times between consecutive losses in Section 5.2. Descriptors of interest associated to the distributions of the inter-loss times and the number of yearly losses, as well as estimations for the
Fig. 4. $P(T_{n+1} > s | T_n > s)$ for the four MAP$_2$ representations: R1 (top left panel), R2 (top right panel), R3 (bottom left panel) and R4 (bottom right panel). The value of $s$ is determined by the percentiles of percentages given by the X-axis.

persistence measures described in Section 3 are obtained. In Section 5.3 the severities’ distribution are modeled through the heavy-tailed, double Pareto Lognormal distribution. As will be seen, the combination of the MAP$_2$ for the frequency with the heavy-tailed model for the loss severity distribution, will enable us to give an estimate of the loss aggregate model and the capital charge in Section 5.4.

5.1. Data description

The real OpRisk data set considered in this paper consists of 225 records of loss occurrences and associated severities in a Spanish financial institution. The sample, which corresponds to a unique risk cell (retail banking Basel II business line), was obtained from 4929 consecutive days (13.5 years) in the period between 30/12/1993 and 29/06/2007. In a total of 225 out of the 4929 days, a single loss occurred which was recorded together with the corresponding severity. Some descriptors of the dataset are as follows. The average, median, variation coefficient and maximum value of the inter-loss times are 22.0045, 8, 2.827 and 667 days. Also, the empirical correlation coefficient is non-negligible and given by 0.3546. For the severities, the average, median, variation coefficient and maximum are 151710, 34318, 2.0973 and 2289060. Note that, from the empirical values both samples are right-skewed with a tail longer than that of an exponential distribution. This can also deduced from Fig. 7, which depicts the empirical quantiles in comparison to those of the fitted (via MLE) exponential distributions. Note how the larger empirical quantiles are far from the fitted ones.

5.2. The estimated frequency distribution

In this section we describe how the database inter-loss times are modeled by the MAP$_2$. The estimated (joint) distribution of the times, the modeling of the counting process $N(\tau)$ and of the persistence measures described in Section 3 will be analyzed.
The distribution of the inter-loss times

The methodology from Section 2.3 was applied to fit a MAP2 to the sample of inter-loss times, and the obtained results were as follows. First, the estimated process was found as

\[
\hat{D}_0 = \begin{pmatrix} -0.0063 & 0.0011 \\ 0 & -0.1036 \end{pmatrix}, \quad \hat{D}_1 = \begin{pmatrix} 0.0052 & 0 \\ 0.0016 & 0.1020 \end{pmatrix}. \tag{25}
\]

Very close values were obtained if instead the Bayesian algorithm by [60] is considered.

The mean, median, coefficient of variation and correlation coefficient under the estimated values commented in Section 5.1. The estimated MAP2 (25) defines a theoretical cdf as in (8) which is plotted in dashed line in Fig. 8 together with the empirical cdf of the data (solid line). The performance of the exponential distribution is also shown in dotted line. The outperformance of the PH-distribution (which defines the inter-loss times distribution in a MAP2) over the classic exponential distribution is clear from this figure.

The distribution of the number of losses per year

We turn out to the estimation of the counting process. As commented in Section 5.1 losses were recorded in a period of length between 13 and 14 years. It was found that the average number of losses per year is equal to 16.6154, and the variance is 342.9231. In this respect, the Poisson process presents again a poor performance, since it would notably underestimate the sample variance. Given the estimated MAP2 (25), the expected number of losses as well as the variance were computed according to (14)-(15), and found as 16.5874 and 240.0192.

Since the modeling of the frequency in the OpRisk context usually refers to the one year horizon, the numerical algorithm described in [66] was applied to obtain the estimates of the probabilities as in (13), for \( \tau = 365 \). Hence, from now on, \( N \) will denote \( N(365) \). Fig. 9 depicts the obtained mass function of \( N \), the annual number of losses, which will be used in Section 5.4 for approximating the loss aggregate distribution. Note that the obtained probabilities cannot be compared against their empirical versions because of the small sample size (a sample of 13 years). We finally would like to point out the differences between the adjusted mass function and that of a Poisson distribution. The first is unimodal around 0, but
it is non-negligible for high losses; in contrast, the Poisson mass function of rate 16.6154 (equal to the average number of annual losses) concentrates around its mean with a much smaller variance.

Persistence measures

Here we obtain the estimates of (17), (18) and (21), (22) for the real inter-loss times, according to the MLE estimates (25). Consider first the estimation of the conditional probability of a next short (long) inter-loss time assuming that the previous inter-loss time was short (long). It is important to remark that due to the small sample sizes, the empirical values of the transition probabilities $1 - p_{01}(s)$ were not calculated for values of $s$ less than the 30th percentile of the inter-loss times distribution. In analogous way, $p_{11}(s)$ was not estimated from the sample for values of $s$ larger than the times distribution’s 70th percentile. As a result, the empirical values of $1 - p_{01}(s)$ were estimated for $s$ equal to the 30th, 35th,...,50th percentiles. These percentiles define for each case the length of the short inter-loss time. Similarly, the empirical probabilities $p_{11}(s)$ were estimated for $s$ ranging between the 50th, 55th,...,70th percentiles (defining the long times). The empirical values (represented with a triangle) and the estimated values (represented by a circle) are depicted by Fig. 10. In the figure, the white bars refer to the $1 - p_{01}(s)$ values while the black bars concern the probabilities $p_{11}(s)$. Consider for example, the 30-th percentile of the dataset (found as $s = 3$). Then, the empirical value of $P(T_{n+1} < 3 \mid T_n < 3)$ was 0.3731 (that is, the 37.31% of inter-loss times satisfying $T < 3$ were followed by times that also satisfied the condition). This value is represented by the first white bar ending in a triangle. In this case, the fit given by the $MAP_2$ (equal to 0.262 and represented by the next white bar ending in a circle), clearly underestimated the empirical value. However, there are examples where the $MAP_2$ provides good estimates. For instance, if $s$ is chosen as the 60th percentile (found as $s = 11$), then the empirical probability $P(T_{n+1} > 11 \mid T_n > 11)$ was 0.4787, and the $MAP_2$ provided an estimated value equal to 0.4340.

Consider next the estimation of the probabilities of short and long spells, as in (21)-(22). As in the previous case, $s = 3$ is considered for the study of $S$ (sequence of short spells), and $s = 11$ for that of $L$ (sequence of long spells). Fig. 11 depicts the estimated probabilities for values of $n = 0, 1, \ldots, 10$. For both examples, the functions are unimodal at 0 but with non-negligible values for the cases $n = 1, 2$. The empirical values for the probabilities $P(S = 0), P(S = 1)$ and $P(S = 2)$ were 0.7366, 0.0804 and 0.0670. The estimated values, shown by the first three bars in the left panel of the figure, where 0.7535,
Fig. 7. QQ-plots of the empirical inter-loss times (left panel) and severities (right panel) quantiles versus those of the fitted exponential distributions.

Fig. 8. Inter-loss times cdf: empirical (solid line) versus estimated by the MAP₂ (dashed line) and, by the exponential distribution (dotted line).

Fig. 9. Number of losses per year. Estimated mass function under the MAP₂.
Fig. 10. White bars: \( P(T_{n+1} < s \mid T_n < s) \), for \( s = 30, 35, 40, 45, 50 \)th percentiles. Blues bars: \( P(T_{n+1} > s \mid T_n > s) \), for \( s = 50, 55, 60, 65, 70 \)th percentiles. Triangles denote empirical values and circles denote estimated values.

Fig. 11. Estimated values for the mass probability functions of the short (S, left panel) and long (L, right panel) spells of the OpRisk dataset.

0.1419 and 0.0476, respectively. If the interest is in the sequence of long spells, the empirical values for the probabilities \( P(L = 0) \), \( P(L = 1) \) and \( P(L = 2) \) were 0.6161, 0.1875 and 0.0580 and the estimated ones were 0.6291, 0.2101 and 0.0759.

5.3. The estimated severities’ distribution

Concerning the severity distribution, we fit the data by a double Pareto Lognormal (dPIN) distribution. Such distribution has been suggested in the literature as a versatile heavy-tailed model able to correctly model both the tail and body of the distribution and also, to capture different forms of asymmetry. See for example, [63] or [61]. We briefly recall its definition. A random variable \( X \) follows a double Pareto Lognormal distribution with parameters \( (\alpha, \beta, \mu, \sigma^2) \) if \( X = e^Y \) where \( Y \) is a random variable distributed according a Normal Laplace distribution, that is, \( Y = Z + W \), where \( Z \sim N(\mu, \sigma^2) \), and \( W \) is distributed according a skewed Laplace model, that is,

\[
f_W(w|\alpha, \beta) = \begin{cases} \frac{\alpha \beta}{\alpha + \beta} e^{\beta w} & \text{if } w \leq 0, \\ \frac{\alpha \beta}{\alpha + \beta} e^{-\alpha w} & \text{if } w > 0, \end{cases}
\]

independent of \( Z \), for \( \alpha, \beta > 0 \).

[63] illustrate the form of the dPIN density function for various different groups of parameter values. In particular, they show that it exhibits heavy-tail behavior, since \( f_X(x) \rightarrow k x^{-\alpha - 1} \) as \( x \rightarrow \infty \). The dPIN distribution lacks a closed form expres-
losses, obtained through the Monte Carlo approach is: 

\[ \hat{\beta} = \text{median}(r) \] 

The fitted values for the parameters of the model were \((\alpha, \beta, \mu, \sigma^2) = (1.24, 1.8, 10.4, 1.29^2)\). Note that, since \(\alpha < 2\) then, the estimated distribution has a finite mean but an infinite variance. The fit to the histogram of the severities is satisfactory, as compared to the benchmark approaches.

**5.4. The estimated loss aggregate distribution and risk measures**

From the estimates obtained in Sections 5.2 and 5.3 we make inference here for the loss aggregate model (1). As commented in Section 4, a number of numerical strategies do exist in order to estimate (1). Comparing the different approaches is out of the scope in this paper, and here for simplicity, we shall approximate the loss aggregate distribution by the classic Monte Carlo (MC) method. The steps to implement the MC algorithm are shown in Table 1.

Once the samples \((Z_1, \ldots, Z_k)\) from the loss aggregate distribution are obtained, the risk measures (23) and (24) can be easily estimated by their empirical counterparts. One of the main drawbacks of the MC algorithm is its typical slow convergence, especially in presence of heavy tails, see for example [9,71]. In order to choose an appropriate number of simulations \(K\), the following numerical exercise was considered. A total of \(K\) samples of \(Z\), for \(K \in \{10^4, 10^5, 10^6, 10^7\}\), were obtained 500 times, from which the corresponding estimated \(\text{VaR}_{99.9}\) were recorded. The 500 samples of the \(\text{VaR}_{99.9}\) under the four considered values of \(K\) are depicted in Fig. 13. It can be noted that under \(K = 10^7\), the convergence is achieved.

Section 5.2 showed the outperformance of the \(\text{MAP}_2\) with respect to the Poisson process when fitting the loss occurrence process. It is natural to wonder if such encountered differences affect the estimated compound models and related risk measures. To address this issue, the algorithm in Table 1 was implemented, also for \(K = 10^7\), but here the distribution of the annual losses \(N\) in point 1(a) was set to a Poisson distribution of rate equal to the average number of annual losses \((16.6154)\). The obtained results evidence the sensitivity of the aggregate loss distribution to the choice of the occurrence process. Table 2 summarizes both aggregate distributions by means of an assortment of descriptive statistics (minimum and maximum values, mean, standard deviation, skewness and different quantiles). The values have been divided by \(10^7\) for abbreviation reasons. A first remark to be made is that the minimum value and the 0.025 quantile of \(Z\) under the \(\text{MAP}_2\)
are equal to zero. Indeed, there exists a proportion (around 6%) of null samples of $Z$. This is a consequence of the non-negligible probability that $N = 0$, under the MAP$_2$ (see Fig. 9). This phenomenon is rarely observed under the considered Poisson process for which $P(N = 0) \approx 6 \times 10^{-8}$ is obtained. Second, as expected (see [27]), both distributions are positive skewed with a long right tail as a consequence of the heavy-tailed severities. In all cases (with the exception of the 0.025 quantile), the quantiles and mean of $Z$ are larger under the MAP$_2$ than under the Poisson process. This can be explained again by the mass function of the annual occurrences under the two considered point processes: while for the Poisson process $P(N \geq 30) = 0.002$. This probability changes to 0.2836, under the MAP$_2$. This implies that for some years, a very high number of losses may occur under the MAP$_2$, and this makes the loss aggregate distribution take more extreme values than under the Poisson process.

Finally, Table 3 shows the risk measures of interest for the financial entities: the VaR$_p$ and ES$_p$ (see Eq. (23)-(24)), for $p \in [0.95, 0.999]$ and under the two point processes. The shown values are divided by $10^8$ and $10^9$, respectively. Here again, the results suggest that under the MAP$_2$ process, higher potential losses than under the Poisson process may occur, and in consequence, the capital charge increases in significant way.

6. Conclusions

In this paper, an aggregate loss model with occurrence process governed by a type of Markov renewal process has been considered. The selected stochastic process is the MAP$_2$ which allows for correlated and non-exponential inter-loss times and also for overdispense loss counts. We have shown in Section 3 how the MAP$_2$ mostly produces loss counts presenting a variance significantly higher than the mean, a feature that highlights its applicability in financial contexts. One of the novelties of the paper is the derivation of some persistence measures that may help the financial decision makers when evaluating the historical trace of loss times. The aggregate loss model has been estimated by modeling in separate way the frequency from the severity distributions. For the first, an approach based on the direct maximization of the likelihood function of the inter-loss times distributions, has been explored. The application of the methodology to the OpRisk modeling constitutes a significant contribution of the work. A real OpRisk data set representing inter-loss times and associated severities is fitted:

Table 2

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>SD</th>
<th>$\gamma$</th>
<th>$Q_{0.025}$</th>
<th>$Q_{0.25}$</th>
<th>$Q_{0.5}$</th>
<th>$Q_{0.9}$</th>
<th>$Q_{0.95}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP$_2$</td>
<td>0</td>
<td>8420</td>
<td>1.4</td>
<td>16</td>
<td>321.9</td>
<td>0</td>
<td>0.72</td>
<td>0.99</td>
<td>4.47</td>
<td></td>
</tr>
<tr>
<td>Poisson</td>
<td>0.00045</td>
<td>5000</td>
<td>0.41</td>
<td>8.6</td>
<td>431.6</td>
<td>0.0525</td>
<td>0.1303</td>
<td>0.2073</td>
<td>1.44</td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th></th>
<th>VaR$_p$</th>
<th>ES$_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p = 0.99$</td>
<td>$p = 0.999$</td>
</tr>
<tr>
<td>MAP$_2$</td>
<td>0.8068</td>
<td>4.405</td>
</tr>
<tr>
<td>Poisson</td>
<td>0.27</td>
<td>1.575</td>
</tr>
</tbody>
</table>

Fig. 13: Boxplot of the samples of VaR$_{0.9999}$ (500 values each), for different values of $K$. 

- **Fig. 13**: Boxplot of the samples of VaR$_{0.9999}$ (500 values each), for different values of $K$. 

- **Table 2**: Values (divided by $10^7$) for the descriptive statistics of the aggregate loss distribution $Z$ under the MAP$_2$ and Poisson process.

- **Table 3**: VaR$_p$ and ES$_p$ values (divided by $10^8$ and $10^9$, respectively) under the MAP$_2$ and Poisson process, for $p \in [0.95, 0.999]$. 

- **6. Conclusions**: In this paper, an aggregate loss model with occurrence process governed by a type of Markov renewal process has been considered. The selected stochastic process is the MAP$_2$ which allows for correlated and non-exponential inter-loss times and also for overdispense loss counts. We have shown in Section 3 how the MAP$_2$ mostly produces loss counts presenting a variance significantly higher than the mean, a feature that highlights its applicability in financial contexts. One of the novelties of the paper is the derivation of some persistence measures that may help the financial decision makers when evaluating the historical trace of loss times. The aggregate loss model has been estimated by modeling in separate way the frequency from the severity distributions. For the first, an approach based on the direct maximization of the likelihood function of the inter-loss times distributions, has been explored. The application of the methodology to the OpRisk modeling constitutes a significant contribution of the work. A real OpRisk data set representing inter-loss times and associated severities is fitted:
for comparison reasons, the times are modeled by both the MAP and the Poisson process, and for the severities the same heavy-tailed distribution is considered. The overperformance of the MAP in fitting the occurrence process leads to important differences in the estimated loss aggregate distribution and related risk measures, which points out the sensitivity of the aggregate loss distribution to the choice of the frequency distribution in this case.

The authors aim to test the potential for modeling aggregate loss distributions of the Batch Markovian arrival process (BMAP), an extension of the MAP which allows for simultaneous (and correlated) losses, see [42,43]. Several perspectives may be considered in this respect. First, and similarly as in the present paper, the BMAP can be thought as a model for the frequency while any type of heavy-tailed distribution is chosen for the severity. In principle, this approach would show more versatility and applicability than the MAP because in real risk scenarios different losses may occur at the same time. Second, the previous approach could be extended to model aggregate loss distributions more than one cell via the superposition of differently parametrized BMAPs. From the statistical inference viewpoint the BMAP represents a partially solved problem, mainly because of its non-identifiability, lack of a known canonical representation and consequent numerical troubles. Finally, as already commented throughout the manuscript, a more detailed inspection of the formulae for the persistence measures should be undertaken. In particular, given the aspect of the mass probability functions for the sequence of spells, it is of interest to study the possible connection with zero-inflated models. Work on these issues is underway.
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Appendix A. Derivation of the expressions for \(p_{01}(s)\) and \(p_{11}(s)\)

The proof is a consequence of the theory of Markov renewal processes. All results used in this Appendix can be found in Ch. 10 in [12].

First, \(p_{01}(s)\) is written as

\[
p_{01}(s) = \frac{P(T_{n+1} > s, T_n < s)}{P(T_n < s)},
\]

(26)

where according to (8), \(P(T_n < s) = F_r(s) = 1 - \phi e^{\psi s}\). Recall that since the MAP is a Markov renewal process, then the sequences of states \(\{Y_n\}_{n=1}^\infty\) at the times of the losses is a Markov chain with transition matrix \(P\). Consider the semi-Markov kernel \(Q(\cdot)\) as in (3) over the state space \(S = \{1, 2\}\). Then, by definition of semi-Markov kernel, for \(i, j \in S, t > 0,\)

\[
Q_{i,j}(t) = P(Y_{n+1} = j, T_{n+1} \leq t \mid Y_n = i),
\]

which represents the \((i, j)\)th element of the semi-Markov kernel \(Q(t)\). Also, define

\[
G(i, j, t) = \frac{Q_{i,j}(t)}{P(i, j)}, \quad i, j \in S, t > 0,
\]

where \(G(i, j, t) = 1\) in case \(P(i, j) = Q_{i,j}(t) = 0\). Then, \(G(i, j, \cdot)\) is a cumulative distribution function

\[
G(i, j, t) = P(T_{n+1} \leq t \mid Y_n = i, Y_{n+1} = j).
\]

Finally, the following paramount property is key for our proof. This states that given the Markov chain, then the inter-loss times are conditionally independent, or in other words,

\[
P(T_1 \leq u_1, \ldots, T_n \leq u_n \mid Y_0, \ldots, Y_n) = G(Y_0, Y_1, u_1)G(Y_1, Y_2, u_2) \ldots G(Y_{n-1}, Y_n, u_n).
\]

Consider the numerator in (26). This can be rewritten as

\[
P(T_n < s, T_{n+1} > s) = \sum_{i,j,k(1,2)} \left\{ P(T_n < s, T_{n+1} > s \mid Y_{n-1} = i, Y_n = j, Y_{n+1} = k) \times \right.
\]

\[
\times P(Y_{n-1} = i, Y_n = j, Y_{n+1} = k) \} = \sum_{i,j,k(1,2)} \left\{ P(T_n < s, T_{n+1} > s \mid Y_{n-1} = i, Y_n = j, Y_{n+1} = k) \times \right.
\]

\[
\times P(Y_{n+1} = k \mid Y_n = j, Y_{n-1} = i)P(Y_n = j, Y_{n-1} = i) \} = \sum_{i,j,k(1,2)} \left\{ P(T_n < s, T_{n+1} > s \mid Y_{n-1} = i, Y_n = j, Y_{n+1} = k) \times \right.
\]
\[ \times P(Y_{n+1} = k \mid Y_n = j)P(Y_n = j \mid Y_{n-1} = i)P(Y_{n-1} = i) = \sum_{i,j,k \in \{1,2\}} \left\{ P(T_n < s, T_{n+1} > s \mid Y_{n-1} = i, Y_n = j, Y_{n+1} = k) \times \right. \\
\left. P^*(i, j) P^*(j, k) \phi_i \right\} = \\
\sum_{i,j,k \in \{1,2\}} G(i, j, s)(1 - G(j, k, s))P^*(i, j) P^*(j, k) \phi_i = \\
\sum_{i,j,k \in \{1,2\}} \frac{Q_{i,j}(s)}{P^*(i, j)} \left( 1 - \frac{Q_{j,k}(s)}{P^*(j, k)} \right) P^*(i, j) P^*(j, k) \phi_i = \\
\sum_{i,j,k \in \{1,2\}} \frac{Q_{i,j}(s)}{P^*(i, j)} \left( \frac{P^*(j, k) - Q_{j,k}(s)}{P^*(j, k)} \right) P^*(i, j) P^*(j, k) \phi_i = \\
\sum_{i,j,k \in \{1,2\}} Q_{i,j}(s) \left( P^*(j, k) - Q_{j,k}(s) \right) \phi_i. \tag{28} \]

It is a straightforward computation to check that (Appendix A) can be expressed in matrix form as

\[ \sum_{i,j,k \in \{1,2\}} Q(i, j, s)(P^*(j, k) - Q(j, k, s)) \phi_i = \phi Q(s)(P^* - Q(s)) \mathbf{e}. \tag{29} \]

From (3) and (4) one obtains

\[ \phi Q(s)(P^* - Q(s)) \mathbf{e} = \phi (I - e^{D_0 s}) P^* e^{D_0 s} P^* \mathbf{e}, \]

which concludes the proof for the expression of \( p_{01} \). Finally, the proof for the matrix formulation of \( p_{11} \) is obtained in analogous way.

**Appendix B. Derivation of the expressions for \( P(S = n) \) and \( P(L = n) \)**

Consider first the case \( n = 0 \). Then, from (8)

\[ P(S = 0) = P(T_{n+1} > s) = 1 - F_2(s) = \phi e^{D_0 s} \mathbf{e}, \]

and similarly for the variable \( L \). If instead \( n \geq 1 \), the proof follows closely the derivation of (27). Indeed, by a recursive argument,

\[ P(S = n) = P(T_1 < s, T_2 < s, \ldots, T_n < s, T_{n+1} > s) = \\
\sum_{i_1, i_2, \ldots, i_{n+2} \in \{1,2\}} \left\{ P(T_1 < s, T_2 < s, \ldots, T_n < s, T_{n+1} > s \mid Y_0 = i_1, Y_1 = i_2, \ldots, Y_n = i_{n+1}, Y_{n+1} = i_{n+2}) \times \\
P(Y_0 = i_1, Y_1 = i_2, \ldots, Y_n = i_{n+1}, Y_{n+1} = i_{n+2}) \right\} = \\
\sum_{i_1, i_2, \ldots, i_{n+2} \in \{1,2\}} G(i_1, i_2, s)G(i_2, i_3, s) \cdots G(i_n, i_{n+1}, s)(1 - G(i_{n+1}, i_{n+2}, s))P^*(i_1, i_2) \cdots P^*(i_{n+1}, i_{n+2}) \phi_i \\
= \sum_{i_1, i_2, \ldots, i_{n+2} \in \{1,2\}} \left( \prod_{l=1}^n G(i_l, i_{l+1}, s) \right) \left( 1 - G(i_{n+1}, i_{n+2}, s) \right) \left( \prod_{l=1}^n P^*(i_l, i_{l+1}) \right) P^*(i_{n+1}, i_{n+2}) \phi_i \\
= \sum_{i_1, i_2, \ldots, i_{n+2} \in \{1,2\}} \left( \prod_{l=1}^n Q_{i_l,i_{l+1}}(s) \right) \left( P^*(i_{n+1}, i_{n+2}) - Q_{i_{n+1}, i_{n+2}}(s) \right) \phi_i. \]

Then,

\[ \sum_{i_1, i_2, \ldots, i_{n+2} \in \{1,2\}} \left( \prod_{l=1}^n Q_{i_l,i_{l+1}}(s) \right) \left( P^*(i_{n+1}, i_{n+2}) - Q_{i_{n+1}, i_{n+2}}(s) \right) \phi_i = \phi Q^n(s)(P^* - Q(s)) \mathbf{e}. \]

and from (3) and (4),

\[ \phi Q^n(s)(P^* - Q(s)) \mathbf{e} = \phi [(I - e^{D_0 s}) P^*]^n e^{D_0 s} P^* \mathbf{e}. \]

To see that (21) is indeed a mass probability function, we next show that \( \sum_{n=0}^\infty P(S = n) = 1 \). First, from Ch. 4 in [37], one has

\[ \lim_{n \to \infty} Q^n(s) = 0. \]
which implies that \( \sum_{n=1}^{\infty} Q^n(s) = Q(s)(I - Q(s))^{-1} \). Then,

\[
\begin{align*}
\sum_{n=0}^{\infty} P(S = n) &= \phi e^{\Delta_0 s} + \sum_{n=1}^{\infty} \phi Q^n(s)e^{\Delta_0 s}P^s e \\
&= \phi e^{\Delta_0 s} + \phi Q(s)(I - Q(s))^{-1}e^{\Delta_0 s}P^s e \\
&= \phi e^{\Delta_0 s} + \phi Q(s)(I - Q(s))^{-1}((P^s - Q(s))e) \\
&= \phi e^{\Delta_0 s} + \phi Q(s)(I - Q(s))^{-1}(e - Q(s)e) \\
&= \phi e^{\Delta_0 s} + \phi Q(s)q(s) \\
&= \phi(e^{\Delta_0 s} + P^s - e^{\Delta_0 s}P^s e) \\
&= \phi e^{\Delta_0 s} + \phi P^s e - \phi e^{\Delta_0 s}P^s e \\
&= \phi e^{\Delta_0 s} + 1 - \phi e^{\Delta_0 s}e \\
&= 1
\end{align*}
\]

In the previous set of formulae we applied that since \( P^s \) is a stochastic matrix, then \( P^s e = e \). Also, since \( \phi \) represents its stationary probability vector, then \( \phi P^s = \phi \).

Finally, the proof for \( P(L = n) \) is immediate following a similar reasoning.
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