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Abstract—In this paper a new machine learning approach to
the study of Multi-Relational Graphs as semantic data structures
is presented. It shows how vector representations that maintain
semantic and topological features of the original data can be
obtained from neural encoding architectures and considering the
topological properties of the graph. Also, semantic features of
these new representations are tested by using some machine
learning tasks and new directions on efficient link discovery
methodologies on large relational datasets are investigated.
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I. INTRODUCTION

Because of the structural complexity of graphs (and spe-
cially, of multi-relational graphs), their study within the field of
Machine Learning have not been as prolific nor as successful
as other data structures with a more simple and defined
scheme, such as numerical series, images, or tables from
relational databases (that, finally, can be seen as data-frames
with heterogeneous structure in their columns). Consequently,
the most common approaches to include them in Machine
Learning projects have been through an oversimplification of
the internal structure of the graph (removing the multi feature
in them, and considering only one single type of nodes and
edges) in order to project its content in an easier way over
any of the simpler structures. In this sense, usually applying
Machine Learning methodologies on graphs has been carried
out by their linearization. In fact, these approaches reduce the
chances to obtain algorithms able to extract nontrivial semantic
information from semantic networks, since the projection of
the network leads to a loss of the structural richness that is
being studied and frequently characterizes this type of data
structures.

For example, a common approximation to learning from
graph structures has been by tackling it as a task of learning a
function defined on the nodes of the graph, and has received
a considerable attention in machine learning circles by repre-
senting the functions defined on the graph through a Hilbert
space associated with the graph Laplacian ([1], [2], [3], [4],
[5]). Only recently some other approaches taking into account
the rich structure of graphs, in the context of this work, have
been considered.

In recent years, complexity on the type of information that
needs to be manipulated and the consequent emergence of new
storage and retrieval systems, such as NoSQL solutions [6],

moving away from the rigid structure of the classical relational
model, make it necessary to find alternatives that maintain as
much as possible the rich semantic structure that characterizes
multi-relational graphs as the standard tool for representing
complex information.

One of the options that can be of interest to get more
flexible solutions to this problem, and that has been applied
previously to some other machine learning problems, goes
through building embeddings of the graph that, by projecting
its nodes on an adequate space (usually a vector space), are
able to render the semantic features of the graph over easily
recognizable objects in this new space. In this way, it is
understood that the semantic information stored in the graph
has been captured by the embedding and the resulting projected
structures.

In the next section, some of the background needed for
the development of the proposed solution, mainly focused
in embeddings, multi-relational graphs, and neural encoder
concepts are shown. In section 3 some previous related works
are presented, contextualizing the main contributions of this
work. Section 4 is devoted to the presentation of the proposal
for building semantic preserving embeddings by using neural
encoders, that will be validated with their application in
machine learning contexts in section 5. Finally, in section
6 some conclusions, final remarks and future work will be
shortly presented.

II. BACKGROUND

Along this paper, the term embedding is used as the
process to inject an instance X of some mathematical object
into another object Y preserving, in some way, the original
structure. This embedding is given by a function, f : X → Y ,
that sometimes is called a projection.

In this case, we are interested in embeddings preserving
the topological structures we can recognize in the graph (given
by the relations, or edges, between the nodes of the graph),
and also preserving the semantic structure (given by types
annotation in nodes and edges). Also, we will work with
embeddings into finite dimensional vector real spaces, Rn. In
this way, we are interested in finding embeddings that can
reflect, within the vector space features (distance, linearity,
clustering, etc.) some semantic features of the original graph.

In order to model situations with a wide variety of re-
lationships between the elements of the graph, the concept



of Multi-relational Graph is introduced, which in a first
approach slightly extends the standard graph definition by
adding tagging capabilities on edges and nodes:

Definition: A Multi-relational Graph is a triple, G =
(V,E, τ), where V is a set of nodes, E ⊆ V × V is a set
of edges (relations), and τ : V ∪E → Ω is a tagging function
for the elements of the graph on the set of tags, Ω (also named
types set along this paper).

Figure 1 shows a very simple example of a multi-relational
graph with seven nodes and seven edges, and with types
associated to the elements of the graph.

Fig. 1. Example of multi-relational graph with types on nodes and edges.

This concept has been used for some time in several
different contexts, although until the last decade formal defi-
nitions have not been offered and extended to a more general
framework: Property Graphs. In [7] a first formalization is
given in order to provide a formal definition of traversals as a
fundamental tool for the query task on this type of structures as
support for Graph DataBases. In [8] the equivalence between
Property Graphs and the Resource Description Framework
specification, RDF 1, is presented.

As some neural network techniques for the construction
of the embeddings will be used, next the specific model of
neural encoders to be used ([10], [11]) in the construction of
the embedding proposal is introduced. Any Artificial Neural
Networks background where it supports on is ommited, and
only some sketch about neural enconders functioning are
presented.

When adding a hidden layer on a feedforward neural
network, all the communication between the input and output
layers passes through the hidden layer. Thus, if we are trying to
approximate a function using this network, after adjusting the
parameters of the network, we can assume that the hidden layer
keeps the necessary information from the input to calculate the
output data. Therefore, always depending on the function to
be approximated, the hidden layer encodes the input data, and
the weights (and biases) between these layers define a coding
function2.

If the number of units in the hidden layer used for encoding
differs from the number of units in the input layer, then a

1RDF is a data exchange standard model primarily focused on Web, widely 
used in the context of Semantic Web applications, which allows modeling of 
flexible multi-type relationships between elements with a set of triplets in the 
form (subject, predicate, object) [9].

2Similarly, the part of the neural network connecting the hidden layer to 
the output layer can be seen as a decoding function.

dimensional change is made while encoding. This encoding
process through neural networks is one of the methods that
can be used to obtain embeddings that maintain some structural
features present in the training sets (eg closeness relationships,
or similarity) and that are related with the function the neural
network approximates [11]. In order to use such an encod-
ing to produce embeddings preserving semantic (topological)
structures on a graph we need to choose an adequate function
to approximate (it is common to approximate the identity
function). Next section will present some related works that use
similar ideas on other contexts to obtain semantic preserving
embeddings.

III. RELATED WORKS

A. Semantic preserving embeddings of texts: Word2Vec

One application of neural encoders that has delivered
impressive results has been made on corpus of texts and their
grammatical and semantic contents. In [12], Mikolov et al.
presented two neural architectures (CBOW and Skip-gram)
under the generic name of Word2Vec, to learn vector represen-
tations of words trying to capture many of the grammatical and
semantic properties of the words inside the corpus. Addition-
ally, they reduce significantly the computational complexity of
the learning process on very big corpus of texts (some other
approaches in this direction were made previously, but all of
them showing prohibitively high computational costs).

The general process passes through a first preprocessing
on the source texts to extract the vocabulary of interest that
will be projected (by common tasks on natural language
processing, like taking the lemmas of the words, removing
stopwords, etc.) and, for the words in this vocabulary, defining
their neighborhoods (contexts) to be considered. For every
occurrence of a word w in a text T of the corpus, the context of
w for that occurrence, C, is defined as a set of words of T that
are adjacent to that occurrence of w. The size of the context (or
window size, i.e. how long the adjacency is considered) is a free
parameter of the model, and has to be tuned to obtain the best
results. In some way, and this is what Mikolov’s work shows,
the contexts store the local semantic information needed to
preserve the global semantic relations that can be established
along the text of the corpus.

Both architectures consist in feedforward neural networks
with 3 layers (one only hidden layer), where input and output
layers will have as many units as the size of the vocabulary,
and each unit will be associated to each word following a one-
hot structure: if W = {w1, . . . , wk} is the vocabulary, then the
i-unit of these layers will encode the word wi (Figure 2). But
these architectures differ slightly in their functioning: while
CBOW takes the contexts of the words as input and tries to
output the word itself, Skip-gram takes the words as input and
tries to output their contexts.

When doing a supervised training process to estimate the
weights of the network, a set of training pairs in the form
(w,C) will be used in the case of Skip-gram, and a set of
training pairs of the form (C,w) in the case of CBOW. Note
that every word can, and usually will do, appear with several
associated contexts, and vice versa.

By learning the relations between words and their contexts,
this model captures several types of similarities [13], both



Fig. 2. Feedforward neural network structure used in CBOW and Skip-gram
architectures.

functional and structural, and by taking the information stored
in the hidden layer it provides an embedding into a vector
space that reflects these similarities as (almost) linear vector
structures and relations. It can capture similarities between
words playing the same role in the sentences they are involved
in, or even find more complex semantic relationships between
concepts [14].

B. Other Related Works

Although different methodologies manage multi-relational
data using different structures (RDF, Multi-Relational Graphs,
Property Graphs, Relational Database Systems, etc.), methods
which learn from multi-relational data can be grouped under
the same field: Multi-Relational Learning.

Multi-relational learning can be divided in three blocks:
(1) Statistical Relational Learning (SRL), where methods as
Markov Logic Networks [15] can be found, which performs
a multi-relational data codification using probabilistic models;
(2) Path Ranking Methods ([16], [17]), which explicitly ex-
plore the relation space of multi-relational data using random
walks; and (3) Embedding Based Methods, which obtain vector
representations of multi-relational data through Matrix/Tensor
Factorization ([18], [19], [20]), Bayessian Clusterization [21],
[22] or Neural Networks ([23], [24], [25], [26]). Embedding
Based Methods using neural networks have been demonstrated
to be powerful tools due to their high scalability and their
generalization possibilities. This section will focus in these
last methods as they are closer to the proposal.

Recently, different methods trying to learn vector represen-
tation of entities and links from knowledge bases using neural
networks have been developed ([24], [25], [27]). They all
represent entities as vectors and represent relations as operators
that combine the representations of the two entities that the
relation connects.

In [25], a multi-relational data embedding that models
different relation types by interpreting them as translations
operating on the low-dimensional embeddings of the entities, is
presented. This model tries to minimize the distances between
pairs of nodes connected in the graph, and to maximize the
distances between pairs of nodes not connected in the graph.
The optimization process is carry out using gradient descent
method. [24] follows a similar process but using a siamese
neural network to improve the behaviour of the embedding,
something that allows to work with graphs with more than 1

million elements. In [28], [29] a comparison of several vari-
ants of this kind for embedding multi-relational data (mainly
extracted from WordNet and FreeBase datasets) is presented.
In those papers the authors show results slightly better than the
original implementations, and in the range of those obtained
here, but must be taken into account that in this paper, the
goal is not related with a fine tuning of the parameters and the
accuracy results are reached with no optimization methods on
them. A more guided search in the space of hyperparameters
of the model will improve these results significantly.

Despite the relationship of these works with the one pre-
sented, the requirement imposed about maximizing unobserved
edges goes against one of the pursued goals: since complete
information in the datasets that will be used cannot be as-
sumed, edges that are not observed may be due to a lack of
information rather than a real absence. Indeed, predicting these
unobserved edges is one of the reasons we are interested in an
embedding that increases the analysis capability. In addition,
most of the methods that try to learn vector representations
of entities and links from a knowledge base are oriented to
link prediction, conditioning the embedding to this particular
task. In this way, the presented methodology pursues to obtain
embeddings capturing the similarity between entities’ contexts
avoiding to be conditioned by a particular task. Consequently,
after getting such an embedding, it can be used by several
machine learning tasks on the semantic graph simultaneously.

In [26] the authors use neural encoders to represent the
nodes of a classical graph (one single type of edge, not multi-
relational) using a similar idea to Word2Vec, changing the
contexts of the words by paths on the nodes. Later, they use
a Skip-gram encoder to achieve the embedding. In this work
the size of the networks are under 100 nodes, and the method
suggests there should be deeper information available for every
node, providing information about connections out of its direct
neighborhood. In [30] a similar methodology is presented: A
d-dimensional embedding of the entities from a classical graph
is obtained by (1) learning d/2 dimensions that capture vicinity
and (2) the rest of dimensions are learned by trying to obtain
a embedding in which nodes that share similar context are
placed closer.

In [31] a methodology that extends and joins ideas from
[26] and [30] is presented. The authors show an algorithm
that generates random walks on the graph guided by two
parameters that allow to modify the strategy under the random
walk construction in a spectrum ranging from Breath-First
Search (BFS) to Depth-First Search (DFS). The random walks
obtained by this procedure are used to generate contexts for
every node in the graph and to train a neural network similar
to that one in [26]. To embed a link they propose different
operators that combines the representation of the two entities
it connects: Mean, Hadamard Product and Distances. After
this work, [26] can be seen as a special case of [31] where
parameters guide the random walks through a DFS behaviour.
In these works ([26], [30], [31]) the semantic has not been
taking in account. Consequently, they must be considered as
initial experiments showing the keen interest of embedding
graphs into vector spaces using neural network architectures.

Some methodologies that embed multi-relational data into
vector spaces have been developed, but in the presented
methodology it is shown that using simple neural encoders



(CBOW) allows to train a neural network over big multi-
relational graphs to obtain vector representations of their
entities that keep the semantic characteristics of the original
data under less restricted constraints and, consequently, with a
wider application range.

IV. EMBEDDING MULTI-RELATIONAL GRAPHS IN

VECTOR SPACES

As it has been advanced in previous sections, the presented
methodology uses neural encoders to embed the elements of
a multi-relational graph into a n-dimensional vector space
(where n is the number of units in the hidden layer of the
encoder).

If semantic structure of a multi-relational graph is under-
stood as the function which assings types to nodes and links
(τ function) and in order to assess to what extent the semantic
structure of the graph is preserved, an embedding using only
the set of nodes into the vector space will be made. Thus,
following the analogy offered by the algorithm Word2Vec, the
vocabulary will be the set of nodes in the graph. A context,
C, associated with a node n ∈ V is obtained by randomly
selecting (with repetition) a number of nodes connected to n
by edges of the graph, regardless of the type of edge that
connects them, its direction, or the types of the nodes. The
number of nodes selected from its neighborhood will be the
Window Size.

In the process, a training set of samples consisting of pairs
(C, n), where n ∈ V and C is one of its associated contexts,
is generated. These samples will be used to train a CBOW-like
neural encoder and, later, the activations from the hidden layer
of the neural network are used as a representation of the input
node (Figure 3).

In this procedure the free parameters of the model, to be
tuned when doing real experiments to analyze its feasibility
and efficiency, are: D, the number of units in the hidden layer,
which determines the dimension of the vector space where
the graph is embedding to; N , the size of the training set, is
the number of pairs (C, n) used to train the encoder; and the
Window Size.

The embedding obtained from the trained neural encoder
will be denoted by π : V → R

D. Because of the binary nature
of the edges in multi-relational graphs, a new embedding of
the set of edges E, is obtained from the embedding of the
nodes (it will be denoted also with π):

Definition: If G = (V,E, τ) is a Multi-relational Graph,
and π : V → R

D is an embedding for the set of nodes, V , the
natural extension of π to the set of edges, π : E → R

D, will
be defined as follows:

if l = (s, t) ∈ E, then π(l) =
−−−−−→
π(s)π(t) = π(t)− π(s)

Despite nodes (entities) and relations (edges) are projected
into the same space, the former are projected as points while
the latter are projected as vectors, consequently there will be
more chances to find linear structures in the representations of
relations, while other clustering structures will be common for
nodes.

In order to check the good features of this embedding
methodology, in the next section some experimental results that

have been obtained using multi-relational graph representations
of some well-known datasets are presented.

V. SOME EMPIRICAL EVALUATIONS

In this section results of some empirical evaluation of the
proposal will be shown with two main goals: to verify that the
obtained vector representations preserve the semantic features
(types on entities and relations) of the original graph datasets,
and to evaluate different applications that make use of this
embedding proposal for classification and discovering tasks. It
is important to note that only some of the possible experiments
that this new methodology allows to perform are presented in
this work. We are conducting several other experiments to have
a more complete measure of the goodness of the proposal.

Also, it is key to emphasize that the first goal of the
presented methodology is not to optimize the obtained models
for any specific task, but to provide proofs that the resulting
embeddings can be useful for several machine learning tasks
simultaneously. A finer tuning in the parameters of the model
will provide for sure better accuracy levels for the different
semantic discovering tasks that the embeddings can be used
for.

A first problem to provide a comparison between experi-
ments is to determine an evaluation process to measure the
validity of the different embeddings. For that, and taking
into account that one of the goals is to preserve the existing
semantic properties in the original data, an evaluation of
the ability of the new representations to perform automatic
classification tasks have been carried out: specifically, how τ
function can be recovered from this embedding by using a
classical supervised machine learning algorithm.

Note that the embedding algorithm that we present here
does not receive information about types of nodes and edges
of the graph (that is, it is not informed about τ function) as the
contexts associated with different graph nodes are generated by
randomly selecting a number of connected nodes, regardless
their types (in nodes or edges). Hence, any reconstruction or
prediction of this tagging function can be interpreted as a
learning of the semantic information in the original graph by
the embedding.

As noted, the obtained embedding for a specific dataset is
not unique, and not only because the training process depends
on the initial and the stop conditions, but because it also
depends on the free parameters involved in the construction.
Therefore, it is mandatory to analyze the features of the
different embeddings that can be obtained by modifying these
parameters on the learning process.

In this situation, experiments with two big semantic graphs
obtained from well-known public datasets (WordNet R©[32]
and The Movie Database3 (TMDb), that were reduced and
converted into multi-relational graphs) have been carried out.

WordNet is a large lexical database of English words,
where the entities (Figure 4(a)) are grouped into sets of
synonyms and related by several criteria (4(c)). Only entities
connected with relations of types shown in 4(b) have been
considered, obtaining a graph with ≈ 97K nodes and ≈ 240K
edges.

3https://www.themoviedb.org



Fig. 3. Proposal methodology for semantic preserving embedding of multi-relational graphs as machine learning tasks feeder.

(a) Type Nodes Distribution (b) Type Edges Distribution

(c) Graph Scheme

Fig. 4. Distributions and Graph Scheme for WordNet Dataset.

TMDb is a database containing information about actors,
films, and TV contents. Only entities (Figure 5(a)) connected
by relationships from 5(b) have been considered, obtaining a
graph with ≈ 66K nodes and ≈ 125K edges. Let us note that
types Actor and Director are not disjoint, in the obtained
graph there are 846 nodes with both types, something that

will affect the classification performance.

For the CBOW architecture implementation a customized
version of Gensim4 library (v.0.12.4) for Word2Vec on Python

4https://radimrehurek.com/gensim



(a) Type Nodes Distribution (b) Type Edges Distribution

(c) Graph Scheme

Fig. 5. Distributions and Graph Scheme for TMDb Dataset.

2.7 has been used, as well as Neo4j5 (v.2.2.5) as Graph
Database engine for storing and retrieving the graph datasets.
The standard K-Nearest Neighbors (KNN) model [33] with
k = 3 for all the tests has been selected, if this model can find
good enough semantic patterns in the vector representations
we can infer that the embedding process has been successful.
Every experiment has been repeated 10 times in order to
decrease the standard deviation of the errors.

For both classification tasks, Type Nodes Prediction (TNP)
and Type Edges Prediction (TEP), some searches in the param-
eter space have been carried out in order to have some insight
about how they affect the robustness and accuracy of the
embeddings (Figure 6). WordNet shows a better performance
(≥ 95%) in TNP, while TMDb looks better (≥ 85%) in TEP.
After previous considerations, it can be confirmed that in both
datasets and in both tasks the embedding process preserve the
semantic information of the original datasets.

It is interesting the effect of the Window Size parameter in
TNP. While in WordNet better accuracy is reached as the value
of this parameter is increased, reflecting that more information
about concurrent connections is more informative, in TMDb
it looks like the best option is to consider only 3 related
neighbors for every context and the behaviour is different when
this parameter is odd/even. In any case, the optimum value for
this parameter is greater than 1 in all the cases, what means
that knowing about the concurrence of several connections help
inferring the semantic. In TNP task, also this dataset shows
that the model does not generalize well and some overfitting
appears when increasing the size of the training set, maybe
because of the size of the original graph.

For a more detailed analysis, the confusion matrices for
the best accuracy experiments in both datasets are provided

5http://neo4j.com

in Figure 7, showing that the overlapping between Actor and
Director decreases the performance of TNP in TMDb, and
also in the TEP because of the confusion between acts in and
directed type edges. The problems with Genre arises from the
fact that this entity type has very few associated nodes and
the model could not learn to differentiate it from other entity
types. Also, as Figure 8 shows, the edges associated to Genre
entities are grouped in non-unique clusters, but depending on
the specific genre it has, showing that they follow different
semantic rules than the other entity types, that appear as
clustered groups in the same representation.

In the next section, some comments about this low accuracy
fact are provided. From our point of view, it does not reveal
a weakness on the methodology but some ambiguity in the
semantic structure of data sources. In this sense, Wordnet is
a very curated dataset with well established semantic cate-
gories, while TMDb probably needs some extra work on the
ontology behind its semantic structure in order to avoid some
inconsistences and improve the quality and usefulness of the
embeddings.

To stress the semantic capabilities of the proposed embed-
ding, some more experiments have been performed. We present
here some results related with Entity Retrieval [34], [35], [36],
a set of challenging tasks that are considered to be among the
hardest in Information Retrieval topic. Specifically, we will try
to recover an entity in a relation knowing the source node of
the relation, and the type of relation we are looking for. For
example, in TMDb, starting with a movie, and looking for a
relation of type directed by we try to recover the director of
the movie.

To achieve this task, a subset of links, E′ ∈ E, has been
selected in the original graph G = (V,E, τ) which will be
deleted to obtain a new graph, G′ = (V,E \E′, τ). Then, we
learn the embedding from G′ and try to obtain the target node



(a) Dimensionality (b) Training Set Size (c) Window Size

(d) Dimensionality (e) Training Set Size (f) Window Size

Fig. 6. Accuracy of TNP (top) and TEP (bottom) as function of the free parameters of embedding for WordNet (red) and TMDb (blue).

(a) (b)

(c) (d)

Fig. 7. Confusion Matrices for the datasets and tasks. From left to right: (a) TNP on TMDb, (b) TNP on WordNet, (c) TEP on TMDb, (d) TEP on WordNet.



Fig. 8. 2D projection of embedded edges from TMDb Dataset.

TABLE I. TOP-10 ENTITIES RETRIEVED PROJECTING hypernym
FROM DIFFERENT NODES IN WORDNET.

spasm justification neoconservatism
1 ejection reading pruritus

2 rescue explanation conservatism

3 putting to death analysis sight

4 sexual activity proposition hawkishness

5 behavior modification religious doctrine coma

6 disturbance accusation scientific method

7 mastectomy assay autocracy

8 sales event confession judiciousness

9 instruction research reverie

10 debasement discouragement racism

of every link in E′ using only the point representing its source
node and the representative vector of its type.

Definition: Given a multi-relational graph G = (V,E, τ),
and an embedding of the graph on a vector space, π, the
representative vector associated to a link type α ∈ τ(E), π(α),
is the mean of all projections of links of the given type α. If
we denote Eα = τ−1({α}) = {l ∈ E : τ(l) = α}, then:

π(α) =
1

#(Eα)

∑

l∈Eα

π(l)

Given a link l = (s, t) ∈ E′ and its type τ(l), we will
try to obtain t from the actual information π(G′), τ(l) and s.
Following the expected linearization of the embedding on the
set of relations/links, and using this representative vector as a
real embedding for the deleted link, the predicted projection
of the target node for s can be recovered by: π(tl) = π(s) +
π(α). Of course, it is unlikely this new π(tl) to be one of
the projections of real nodes from G, for that, once π(tl) (the
point representing the entity retrieved) is obtained, a ranking
for the nodes in V can be built, ranking the entities according
to the closeness of its projections to π(tl).

Table I shows the first 10 entities in the ranking obtained
projecting hypernym type link for several nodes in WordNet
dataset. In this table the result is filtered to show only close
entities tagged with type noun.

To evaluate the accuracy of the entity retrieval method
presented, we will use Mean Reciprocal Rank metric [37], a
common metric in Information Retrieval field used in many re-
searches [38], [28]. This factor provides a statistic measure for

evaluating any process producing a list of possible responses
to a sample of queries, ordered by probability of correctness.

Figure 9 shows Entity Retrieval performance for WordNet
dataset as a function of the size of the training set, N . In this
case, the nodes have not been filtered according to their types,
something that would improve the obtained results.

Fig. 9. Entity Retrieval performance as a function of Training Set Size in
WordNet without filtering nodes according their types.

As observed, using the embedding proposal for Entity
Retrieval task in WordNet dataset allows to obtain correct
results over 0.18 with N ≥ 5M . This result tell us about
the quality of the representative vectors for WordNet graph:
(1) if the representative vector of a link type allows to get the
target of a given relation for a source node, then it should be
little deviation in the vectors which represent links of the given
type in the dataset and, (2) the set of source nodes and the set
of target nodes for a given link type should form two clusters
sufficiently disjoint in order to allow the representative vector
to connect them. Again, this task is heavily conditioned by the
semantic quality of the source dataset.

VI. CONCLUSIONS AND FUTURE WORK

In comparison with other machine learning tasks, there are
only a few works that have used neural networks encoders for
embedding multi-relational graphs, or similar graph structures,
into vector spaces. The presented methodology obtains, using
simple neural encoding architectures, vector representations
that maintain the semantic and topological features of the
original graph data. Moreover, with the obtained results, se-
mantic links that remain hidden in the original data (due
to incompleteness of the data stored in the graph or data
inconsistency) could be discovered.

Although in this work embeddings for multi-relational
graphs have been proposed, the presented methodology has
been developed for the more generic framework of Property
Graphs, where more information can be added in the elements
by means of properties. In this way, local information about
properties in nodes and edges can be used to increase the abil-
ity to preserve features in the embeddings and, consequently,
machine learning processes provide better performance when
applied to them. Some tasks related to this more generic
structure that can be improved from this new perspective and
that we are further developing in our current research, are
briefly presented hereafter.

Geometrical features of the structures formed by
nodes/edges in the new vector space can help assign types
or missing properties to the elements of the graph dataset
(using distance, linearity or clustering, for example, but not



only limited to this basis ones) or can even help to identify
new relationships between elements not explicitly presented in
the original graph. This action can be of fundamental interest
for very common processes that are performed on big relational
datasets, where incompleteness of data is an usual obstacle for
information retrieval tasks.

Also, as has been noted after the different results obtained
from the evaluation tests, the performance and accuracy of sev-
eral machine learning tasks on vector representations of graph
dataset (graph databases, overall) can provide information
about the semantic structure of the dataset itself, not only about
the algorithms in use. For example, the confusion of some
nodes/edges in classification tasks can tell us that the schema
behind the dataset needs to be adjusted in order to reflect the
semantic features of the data correctly. In this sense, a detailed
report about how the different types, properties and clusters
are overlapped and confused in the embeddings provides a
method to normalize the data schema itself, something which
is lacking in current Graph Database proposals, where there
is no normalization methods as it can be found in classical
relational databases.

Since usual operations in vector spaces are widely used
in current computing processors (CPUs and GPUs), this new
representation can help the development of more efficient
algorithms to analyze, repair and retrieve information from big
sets of multi-relational data, in general, and more specifically,
from big graph databases.

Finally, this work have mainly explored how linear vector
structures can be used for retrieving information on multi-
relational graphs, as entity retrieval experiments show, but it
is more likely that looking for more complex structures on the
projected space will improve dramatically the accuracy and
usefulness of the embedding. Indeed, using a second layer of
machine learning models after the neural encoding can improve
results for several necessary tasks on information retrieval for
semantic graphs. The results in this paper about using a neural
encoder to generate semantic preserving embeddings of multi-
relational graphs show that this is a research line that worths
to be considered.
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