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Abstract. This paper is devoted to a nonlinear system of partial differential
equations modeling the effect of an anti-angiogenic therapy based on an agent

that binds to the tumor angiogenic factors. The main feature of the model

under consideration is a nonlinear flux production of tumor angiogenic factors
at the boundary of the tumor. It is proved the global existence for the nonlinear

system and the effect in the large time behavior of the system for high doses
of the therapeutic agent.

1. Introduction. Angiogenesis is a physiological process that involves the forma-
tion of new blood vessels from a pre-existing vascular network. Angiogenesis plays
an important role in the development of embryo, wound healing or tumor growth.

In the beginning, solid tumors are avascular, i.e. they do not have their own
blood supply. As the tumor grows there is an increasing demand of nutrients. At
some moment the flux of nutrients through the surface of the tumor is too small to
provide nutrients to all the malignant cells and it begins a necrotic core formation
at the center of the tumor. As a response to nutrient deprivation like oxygen or
glucose, cancer cells secrete a chemical factor known as Tumor Angiogenesis Factors
(TAFs). TAFs diffuse in the extracellular matrix until they arrive to the endothelial
cells which form the linings of the blood vessels. Next, TAFs activate endothelial
cells after binding to specific receptors. Activated endothelial cells release enzymes
that degrade the basal membrane of the blood vessels to allow the migration of
endothelial cells, via chemotaxis, towards the source of TAF. The endothelial cells
then proliferate into the surrounding matrix, interact with the components of the
matrix, in particular fibronectin and form solid sprouts connecting neighboring
vessels. Once the new capillary network penetrates the tumor, more nutrients are
supplied to the tumor which grows further. See for instance [16] for details.

Since angiogenesis plays an important role in the development of the tumor,
then it is expected that targeting tumor angiogenesis as a therapeutic strategy
could provide promising results.

In order to avoid or reduce angiogenesis, anti-angiogenic molecules have been
created. Anti-angiogenic molecules either act directly on the TAF molecules inac-
tivating them with the formation of a complex or indirectly by binding to the TAF
receptors on endothelial cells.
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The aim of this paper is to propose a macroscopic model of tumor angiogenesis
with a therapeutic agent that inhibits TAF and also to analyze theoretically the
model. We will consider five variables; u (endothelial cells), v (TAF), z (therapeutic
agent), c (complex) and w (nutrient). We assume that variables are in a bounded
connected domain denoted by Ω whose boundary ∂Ω is regular and has two com-
ponents: Γ1, the boundary of the tumor and Γ2, a virtual boundary between the
tumor and the surrounding vessels. We assume that the tumor has reached a critical
size between 1-2 mm (see [18]) that is a starting point of the tumor angiogenesis.
Additionally, we assume that the vasculature is developing more rapidly than the
evolution of the tumor. Therefore, we suppose that the boundary of the tumor is
fixed. In the following we propose equations for each variable.
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Figure 1. A particular example of domain Ω.

Endothelial cells

We assume that endothelial cells diffuse and move towards the gradient of TAF
with a sensitivity α(v) ≥ 0. It is commonly assumed that α decreases with respect to
v due the saturation of the receptors in the endothelial cells (see [15]). Additionally,
we take the growth rate λβ(v)u with λ > 0 and β ≥ 0 an increasing function of v,
that models the growth induced by v and −ξu2, the death of the endothelial cells:

ut = Du∆u︸ ︷︷ ︸
Diffusion

−∇ · (α(v)u∇v)︸ ︷︷ ︸
Chemotaxis

+λβ(v)u− ξu2︸ ︷︷ ︸
Reaction

in ΩT := Ω× (0, T ).

At the boundary, we assume for the moment the following general boundary con-
ditions:

Du
∂u

∂n
− α(v)u

∂v

∂n
= h1(x, u, v) on Γ1 × (0, T ),

Du
∂u

∂n
− α(v)u

∂v

∂n
= h2(x, u, v) on Γ2 × (0, T ),

where h1 and h2 are regular functions and n stands for the outward normal unitary
vector.

TAF
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The TAF diffuses and decays. Moreover, the association of TAF to the inhibitor
z and the dissociation of the formed complex c enter the balance:

vt = Dv∆v︸ ︷︷ ︸
Diffusion

−dvv︸ ︷︷ ︸
Decay

+ kbc︸︷︷︸
Dissociation

−kfvz︸ ︷︷ ︸
Association

in ΩT .

We know that TAF is produced by hypoxic cells. Of course, hypoxic cells are usually
far from the boundary but the oxygen level on the boundary as well as the shape of
the boundary seem to be correlated indirectly with the TAF production. Let us note
that, in view of the domain we have taken, we cannot track hypoxic cells. Therefore
it could be reasonable to think that at the boundary the rate of production of TAF
depends on the nutrients available at the boundary. In particular, low nutrients
imply high rate of production and the other way round. Therefore, the amount of
TAF that leaves the tumor on Γ1 is γ(w) where γ ≥ 0 is a regular and decreasing
function on w. On the other hand, at Γ2 TAF leaves the domain by diffusion:

Dv∂v

∂n
= γ(w)︸ ︷︷ ︸
TAF enter

on Γ1 × (0, T ),

Dv∂v

∂n
= −τ2v︸ ︷︷ ︸
TAF out

on Γ2 × (0, T ).

Therapeutic agent

The equation satisfied by the therapeutic agent it is similar to the equation for
v. However, here we have an additional term I0(x, t) that it is the supply rate of
therapeutic agent:

zt = Dz∆z︸ ︷︷ ︸
Diffusion

−dzz︸ ︷︷ ︸
Decay

+ kbc︸︷︷︸
Dissociation

−kfvz︸ ︷︷ ︸
Association

+ I0︸︷︷︸
Input

in ΩT .

At the boundary z leaves the domain. Therefore,

Dz∂z

∂n
= −θ1z︸ ︷︷ ︸
Anti−TAF out

on Γ1 × (0, T ),

Dz∂z

∂n
= −θ2z︸ ︷︷ ︸
Anti−TAF out

on Γ2 × (0, T ).

Complex

The complex that it formed when z binds to v satisfies

ct = Dc∆c︸ ︷︷ ︸
Diffusion

−dcc︸ ︷︷ ︸
Decay

−kbc︸ ︷︷ ︸
Dissociation

+ kfvz︸︷︷︸
Association

in ΩT ,

Dc∂c

∂n
= −ρ1c︸ ︷︷ ︸
Complex out

on Γ1 × (0, T ),

Dc∂c

∂n
= −ρ2c︸ ︷︷ ︸
Complex out

on Γ2 × (0, T ).

Nutrients
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Nutrients are provided by the blood supply. Let us note that tumor vessels are
immature, as a consequence nutrient delivery is usually chaotic (see [17]). Therefore,
it is possible to have a closed loop of endothelial cells without blood flow. Since
we are not taking into account the blood flow we simplify the nutrients equation
assuming that endothelial cells provide nutrients in the domain and those nutrients
are consumed by the tumor at Γ1. Therefore,

wt = Dw∆w︸ ︷︷ ︸
Diffusion

−dww︸ ︷︷ ︸
Decay

+ ζu︸︷︷︸
Production

in ΩT ,

Dw∂w

∂n
= −δ1w︸ ︷︷ ︸
Nutrients consumption

on Γ1 × (0, T ),

Dw∂w

∂n
= −δ2w︸ ︷︷ ︸
Nutrients out

on Γ2 × (0, T ).

Since consumption is much more effective than diffusion, then δ1 >> δ2. In partic-
ular, when δ1 = +∞ we have the Dirichlet boundary w = 0 at Γ1.

At this point, we come back to the boundary conditions for u. Let us observe
that replacing the value of ∂v

∂n in the boundary conditions for u we get

Du
∂u

∂n
= h1(x, u, v) + uα(v)γ(w) = h1(x, u, v, w) on Γ1 × (0, T ),

Du
∂u

∂n
= h1(x, u, v)− τ2uα(v) = h2(x, u, v) on Γ2 × (0, T ).

It seems reasonable to assume that endothelial cells leave the domain at the bound-
ary of the tumor. On the other hand, at Γ2 we assume that endothelial cells enter
the domain. Therefore, h1(x, u, v, w) < 0 and h2(x, u, v) > 0. The simplest func-
tions that we can take are

h1(x, u, v, w) = −γ1u ,

h2(x, u, v) = γ2u .

As in [4] we take a reference length L = 0.2cm and Dv ∼ 10−6cm2s−1 as a refer-
ence chemical diffusion coefficient. Since v and c are TAF and no active TAF we
assume that Dv = Dc. Let u0, v0, w0 reference values for endothelial cells, chemical
molecules and nutrients. We introduce the non-dimensional variables

u∗ =
u

u0
, v∗ =

v

v0
, z∗ =

z

v0
, c∗ =

c

v0
, w∗ =

w

w0
, x∗ =

x

L
, t∗ =

tDv

L2
.

We define the following variables

D =
Du

Dv
, α∗(v∗) =

v0

Dv
α(v0v

∗) , λ∗ =
λL2

Dv
, β∗(v∗) = β(v0v

∗) , ξ∗ =
ξu0L

2

Dv
,

γ∗1 =
Lγ1

Du
, γ∗2 =

Lγ2

Du
, d∗v =

dvL
2

Dv
, k∗b =

kbL
2

Dv
, k∗f =

kfv0L
2

Dv
,

γ∗(w∗) =
L

Dvv0
γ(w0w

∗) , τ∗2 =
Lτ2
Dv

, D∗z =
Dz

Dv
, d∗z =

dzL
2

Dv
,

I∗0 (x∗, t∗) =
L2

v0Dv
I0

(
Lx∗,

L2

Dv
t∗
)
, θ∗1 =

Lθ1

Dz
, θ∗2 =

Lθ2

Dz
, d∗c =

dcL
2

Dv
,
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ρ∗1 =
Lρ1

Dc
, ρ∗2 =

Lρ2

Dc
, D∗w =

Dw

Dv
, d∗w =

dwL
2

Dv
, ζ∗ =

ζu0L
2

w0Dv
,

δ∗1 =
Lδ1
Dw

, δ∗2 =
Lδ2
Dw

.

Dropping the asterisks we obtain the following non-dimensional system of partial
differential equations

ut = D∆u−∇ · (α(v)u∇v) + λβ(v)u− ξu2 in ΩT ,
vt = ∆v − dvv − kbc− kfvz in ΩT ,
zt = Dz∆z − dzz + kbc− kfvz + I0 in ΩT ,
ct = ∆c− dcc− kbc+ kfvz in ΩT ,
wt = Dw∆w − dww + ζu in ΩT ,
B1u = B3z = B4c = B5w = (0, 0) on ∂ΩT ,
B2v = (γ(w), 0) on ∂ΩT ,
(u, v, z, c, w)(x, 0) = (u0, v0, z0, c0, w0) in Ω ,

(1)

where

B1u :=


∂u

∂n
+ γ1u on Γ1,

∂u

∂n
− γ2u on Γ2,

B2v :=


∂v

∂n
on Γ1,

∂v

∂n
+ τ2v on Γ2,

B3z :=


∂z

∂n
+ θ1z on Γ1,

∂z

∂n
+ θ2z on Γ2,

B4c :=


∂c

∂n
+ ρ1c on Γ1,

∂c

∂n
+ ρ2c on Γ2,

B5w :=


∂w

∂n
+ δ1w on Γ1,

∂w

∂n
+ δ2w on Γ2.

Here D is a small parameter. More precisely from [4] we have that D ∼ 10−3.
To our knowledge, one of the first papers related to discrete and continuous an-

giogenesis models was introduced in [3] (see also [5]). In the continuous framework
TAF diffusivity is neglected. Moreover, the boundary conditions for the TAF at
the blood vessel and tumor are of no-flux type. Such a condition was also assumed
in [14]. More complex models of angiogenesis were introduced in [14]. For a sim-
plification of the models considered in [14] it is proven in [11] the existence and
uniqueness of a global-in-time solution and local stability of stationary solutions in
1-dimensional domains. In [16], it is criticized the no-flux boundary conditions.

A similar model to the one in the present paper, without a therapeutic agent,
and a flux of TAF entering the domain depending only on the amount of TAF in
the domain was studied in [10] as well as in [7].

The case with a therapy that block receptors in the membrane of the endothelial
cells it is considered in [8].

The structure of the paper is as follows. In Section 2 we introduce some prelim-
inaries that will be useful through the paper. Section 3 is devoted to the global in
time existence for the problem. In the last Section we will show that high thera-
peutical doses induce a reduction in the amount of TAF.
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2. Preliminaries. Let us first collect some results that will be used through the
paper. Let p ∈ (1,∞), for i = 1, 2, 3, 4, 5 Ai is defined in the following manner

A1ξ := −D∆ξ + j0ξ, for ξ ∈ D1(A1) := {ψ ∈W 2,p(Ω) : B1(ψ) = 0} ,

A2ξ := −∆ξ + dvξ, for ξ ∈ D2(A2) := {ψ ∈W 2,p(Ω) : B2(ψ) = 0} ,
A3ξ := −Dz∆ξ + dzξ, for ξ ∈ D3(A3) := {ψ ∈W 2,p(Ω) : B3(ψ) = 0} ,
A4ξ := −∆ξ + dcξ, for ξ ∈ D4(A4) := {ψ ∈W 2,p(Ω) : B4(ψ) = 0} ,

A5ξ := −Dw∆ξ + dwξ, for ξ ∈ D5(A5) := {ψ ∈W 2,p(Ω) : B5(ψ) = 0} .
We denote by σ(Ai, Bi) the spectrum of Ai with domains Di, i = 1, 2, 3, 4, 5. Let us
observe that since τ2, θ1, θ2, δ1, δ2 > 0 then Reσ(Ai, Bi) > 0 i = 2, 3, 4, 5. Moreover,
we assume that j0 > 0 sufficiently large to fulfill Reσ(A1, B1) > 0. By the positivity
of the spectrum, we have that the fractional powers of (Ai, Bi) i = 1, 2, 3, 4, 5 are
well-defined (see for instance [13, Ch. 1, Sec. 4]). Let

Xρ
i,p := Di(A

ρ
i ) for ρ ∈ (0, 1) i = 1, 2, 3, 4, 5.

then, by [13, Theorem 1.6.1], we have the following embeddings

Xρ
i,p ↪→W k,q(Ω) for k −N/q < 2ρ−N/p, q ≥ p,

Xρ
i,p ↪→ Cν(Ω) for 0 ≤ ν < 2ρ−N/p. (2)

Moreover (Ai, Bi) i = 1, 2, 3, 4, 5 are sectorial operators therefore

Ti(t) := e−t(Ai,Bi) i = 1, 2, 3, 4, 5

define analytic semigroups in Lp(Ω). Furthermore, by [13, Th. 1.3.4,Th. 1.4.3] Ti,
i = 1, 2, 3, 4, 5 satisfy the following:

1. For every δ ∈ (0,min{Reσ(A0, Bi) i = 1, 2, 3, 4, 5}), there exists C > 0 such
that

‖Ti(t)‖L(Lp,Lp) ≤ Ce−δt i = 1, 2, 3, 4, 5.

2. Let ρ ∈ (0, 1) then there exists a constant Cρ such that for every u ∈ Lp(Ω),
t > 0 and δ ∈ (0,min{Reσ(A0, Bi) i = 1, 2, 3, 4, 5}) we have

‖Ti(t)u‖Xρi,p ≤ Cρt
−ρe−δt‖u‖p i = 1, 2, 3, 4, 5. .

3. Let p > N . Combining (2) and an easy variant of [19, Lemma 1.3] then for
all u ∈ C∞0 (Ω), t > 0 we have

‖T1(t)∇u‖C0(Ω) ≤ Ct
−γe−δt‖u‖p,

for some constants C > 0, γ ∈ (0, 1), δ > 0. In particular, the operator T1(t)∇
admits an extension for all u ∈ Lp(Ω) where the above inequality holds.

In order to handle the nonlinear boundary condition in the v-equation, it will be
useful to introduce the variations of constants formula for a parabolic problem with
a non-homogeneous boundary condition. In particular, we consider ψt +A0ψ = f(t) in Ω× (0, T ),

B2ψ = g(t) on ∂Ω× (0, T ),
ψ(x, 0) = ψ0(x), in Ω.

(3)

We define the space of functions

W s,p
B2

:=


{z ∈W s,p(Ω) : B2z = 0} if 1 + 1/p < s ≤ 2,
W s,p(Ω) if −1 + 1/p < s < 1 + 1/p,

(W−s,p
′
(Ω))′ if −2 + 1/p < s ≤ −1 + 1/p.
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It is known that (A2, B2) is in separated divergence form (see [1, pg. 21]), as a

consequence, is normally elliptic. We denote by Aα−1 the W 2α−2,p
B2

-realization of
(A2, B2) (see [1, pg. 39] for the precise definition). Since (A2, B2) is normally
elliptic then Aα−1 generates an analytic semigroup [1, Theorem 8.5]. Moreover, if

(f, g) ∈ C((0, T );W 2α−2,p
B2

(Ω)×W 2α−1−1/p,p
B2

(∂Ω))

for some T > 0 and 2α ∈ (1/p, 1 + 1/p), then for any t < T we rewrite (3) by the
generalized variation of constants formula

ψ(t) = e−tAα−1ψ0 +

∫ t

0

e−(t−τ)Aα−1(f(τ) +Aα−1(B2)cαg(τ))dτ,

where (B2)cα is the continuous extension of (B2|Ker(A0))
−1 to W 2α−1−1/p,p(∂Ω).

Moreover,

Aα−1(B2)cα ∈ L(W 2α−1−1/p,p(∂Ω),W 2α−2,p
B2

).

Let a ∈ L∞(Ω), b ∈ L∞(Γ1) and c ∈ L∞(Γ2) the eigenvalue problem
−∆ϕ+ a(x)ϕ = λϕ in Ω,

∂ϕ

∂n
= (−b(x)ϕ,−c(x)ϕ) on ∂Ω.

has a unique principal eigenvalue (i.e. an eigenvalue whose associated eigenfunction
can be chosen positive in Ω) and it will be denoted by

λ1(−∆ + a;N + b;N + c).

Finally to conclude the section we remind an inequality that will be used in the last
section, the Sobolev-Trace inequality, see for instance [12, Lemma 6].

Lemma 2.1. (Sobolev-Trace inequality)
For every ε > 0, θ > 1 there exists a constant C = C(Ω, θ) such that∫

∂Ω

ϕ2 ≤ ε
∫

Ω

|∇ϕ|2 + C(ε−θ + 1)

∫
Ω

ϕ2 , ∀ϕ ∈W 1,2(Ω).

3. Global well posed-ness. In what follows we introduce some additional nota-
tion. Through the rest of the paper p > N . For each T > 0 we define

X := C0(Ω)×W 1,p(Ω)× (C0(Ω))3 ,

XT := C([0, T ];C0(Ω)) , YT := C([0, T ];W 1,p(Ω)) ,

XT := XT × YT × (XT )3 .

Theorem 3.1. For each initial data u0 := (u0, v0, z0, c0, w0) ∈ X there exists
τ(‖u0‖X) such that the problem (1) has a unique local in time solution u ∈ Xτ .
Moreover, the solution depends continuously on the initial data, i.e. if u(u0) and
(u0) stand for the unique solution of (1) with initial data u0 and u0 respectively
then u(u0) → (u0) in Xτ when u0 → u0 in X. Furthermore, the solution also
depends continuously on I0.

Proof. The proof is based on the Banach fixed point Theorem. We pick 2α ∈
(1, 1 + 1/p) and we denote by γ0 ∈ L(C0(Ω), C(∂Ω)) the trace operator. We define
the closed sets

BX(R, T ) := {f ∈ XT : ‖f‖XT ≤ R} ,
BY (R, T ) := {f ∈ YT : ‖f‖YT ≤ R}
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and B(R, T ) := BX(R, T )×BY (R, T )× (BX(R, T ))3. On B(R, T ) we consider the
operator

F(u, v, z, c, w) :=


F1(u, v, z, c, w)
F2(u, v, z, c, w)
F3(u, v, z, c, w)
F4(u, v, z, c, w)
F5(u, v, z, c, w)


where

F1(u, v, z, c, w) :

= T1(t)u0 +

∫ t

0

T1(t− s)(−∇ · (α(v)u∇v) + (λβ(v) + j0)u− ξu2)ds ,

F2(u, v, z, c, w) := T2(t)v0 +

∫ t

0

T2(t− s)(kbc− kfvz +Aα−1(B2)cαγ0(γ(w)))ds ,

F3(u, v, z, c, w) := T3(t)z0 +

∫ t

0

T3(t− s)(kbc− kfvz + I0)ds ,

F4(u, v, z, c, w) := T4(t)c0 +

∫ t

0

T4(t− s)(−kbc+ kfvz)ds ,

F5(u, v, z, c, w) := T5(t)w0 +

∫ t

0

T5(t− s)ζuds .

By the embedding

C(∂Ω) ↪→ Lp(∂Ω) ↪→W 2α−1−1/p,p(∂Ω),

we have that, in particular, Aα−1(B2)cαγ0 ∈ L(C0(Ω),W 2α−2,p
B2

).
Step 1. There exist R, t > 0 such that F(B(R, t)) ⊂ B(R, t). For some constants
0 < κ < ρ < 1 we have

‖F1‖C0(Ω) ≤ C‖u0‖Xt
+

∫ t

0

(
C(t− s)−ρ‖α(v)u∇v‖p+

+C(t− s)−κe−δ(t−s)(‖λ(β(v) + j0)u‖p + ‖u2‖p)
)
ds

≤ C‖u0‖Xt + C(λ‖β‖∞ + j0 +R(1 + ‖α‖∞))Rmax

{
t1−ρ

1− ρ
,
t1−κ

1− κ

}
.

By [9, Lemma 2.1], there exists η ∈ (0, 1) such that

‖F2‖1,p ≤ C‖v0‖1,p +

∫ t

0

C(t− s)−η
(
‖c− kfvz‖W 2α−2,p

B2

+

+‖Aα−1(B2)cαγ0(γ(w))‖W 2α−2,p
B2

)
ds.

Since Aα−1(B2)cαγ0 ∈ L(C0(Ω),W 2α−2,p
B2

) we have

‖F2‖1,p ≤ C‖u0‖Xt + C(γ(0) +R+R2)
t1−η

1− η
.

The rest of the terms can be estimated using just the maximum principle

‖F3‖C0(Ω) ≤ C‖u0‖Xt
+ (kbR+ kfR

2 + ‖I0‖Xt
)t ,

‖F4‖C0(Ω) ≤ C‖u0‖Xt + (kbR+ kfR
2)t ,

‖F5‖C0(Ω) ≤ C‖u0‖Xt +Rt .
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We pick R > C‖u0‖Xt + 1. Previous estimates assert that there exists τ0 such that
for every t ≤ τ0

‖F(u, v, z, c, w)‖Xt
≤ C‖u0‖Xt

+ 1 .

Therefore, it follows that F(B(R, t)) ⊂ B(R, t).
Step 2. F is contractive in B(R, τ) for some τ ≤ τ0. Let t ≤ τ0 and

u := (u, v, z, c, w) ∈ B(R, t), u := (u, v, z, c, w) ∈ B(R, t).

We have

‖F1(u)− F1(u)‖C0(Ω) ≤
∫ t

0

(
‖T1(t− s)∇ · (α(v)u∇v − α(v)u∇v)‖C0(Ω)+

+‖T1(t− s)((λβ(v) + j0)u− (λβ(v) + j0)u)‖C0(Ω)+

+‖T1(t− s)ξ(u2 − u2)‖C0(Ω)

)
ds .

We denote by (b1), (b2) and (b3) the first, second and third term, respectively, in
the right-hand side of the above inequality. In what follows, we estimate separately
each term in the above inequality.

(b1) ≤
∫ t

0

‖T1(t− s)∇ · (α(v)(u− u)∇v)‖C0(Ω)+

+‖T1(t− s)∇ · (α(v)u∇(v − v))‖C0(Ω)+

+‖T1(t− s)∇ · (α(v)− α(v))u∇v)‖C0(Ω)

≤
∫ t

0

C(t− s)−ρC(‖α‖∞, R)(‖u− u‖C0(Ω) + ‖v − v‖W 1,p(Ω)) ,

where ρ ∈ (0, 1). Arguing in a similar way, we obtain

(b2) ≤
∫ t

0

C(t− s)−κC(j0, ‖β‖∞, R)(‖u− u‖C0(Ω) + ‖v − v‖1,p) ,

(b3) ≤
∫ t

0

C(t− s)−κ2R‖u− u‖C0(Ω) ,

for some κ ∈ (0, 1). Therefore,

‖F1(u)− F1(u)‖C0(Ω) ≤ C(j0, ‖α‖∞, ‖β‖∞, R) max

{
t1−ρ

1− ρ
,
t1−κ

1− κ

}
‖u− u‖Xt

.

For the second component of F we have

‖F2(u)− F2(u)‖1,p ≤
∫ t

0

C(t− s)−η(‖c− c‖C0(Ω)+

+R(‖v − v‖1,p + ‖z − z‖C0(Ω)) + ‖γ(w)− γ(w)‖C0(Ω))ds

≤ C(C +R)
t1−η

1− η
‖u− u‖Xt

.

Finally,

‖F3(u)− F3(u)‖C0(Ω) ≤ C(C +R)t‖u− u‖Xt .

‖F4(u)− F4(u)‖C0(Ω) ≤ C(C +R)t‖u− u‖Xt
.

‖F5(u)− F5(u)‖C0(Ω) ≤ Ct‖u− u‖Xt
.

Therefore, there exists τ ≤ τ0 such that F is contractive in B(R, τ).



194 CRISTIAN MORALES-RODRIGO

At the end we prove the continuity of the solutions respect to the initial data
and the coefficient I0. Let R > C max{‖u0‖Xt , ‖u0‖Xt} + 1. Then, there exists τ
such that F is contractive; as a consequence, there exists κ < 1 such that

‖u(u0)− u(u0)‖Xτ
≤ ‖T1(t)(u0 − u0)‖C0(Ω) + ‖T2(t)(v0 − v0)‖1,p+

+‖T3(t)(z0 − z0)‖C0(Ω) + ‖T4(t)(c0 − c0)‖C0(Ω)+

+‖T5(t)(w0 − w0)‖C0(Ω) + ‖F(u(u0))− F(u(u0))‖Xτ

≤ C‖u0 − u0‖X + κ‖u(u0)− u(u0)‖Xτ
.

For the proof of the continuity on I0 we just need to argue in the same way.

Proposition 1. Under conditions of Theorem 3.1, if the initial data of (1) are
non-negative i.e. u0 ≥ 0 for all x ∈ Ω and I0(x, t) ≥ 0 for all (x, t) ∈ Ω × (0, τ),
then the solution u to (1) is also non-negative i.e. u ≥ 0 for all (x, t) ∈ Ω× (0, τ).

Proof. The positivity of u follows from [1, Theorem 15.1] and the positivity of
v, c, z, w it is a consequence a standard maximum principle for parabolic equations.

Now we deal with the global existence result. By the continuation principle we
just need to show that for every t < Tmax

‖u‖Xt
≤ C(t).

Lemma 3.2. For each t < Tmax we have that

‖(c, v)‖Xt×Xt ≤ C.

Proof. Let s := c+ v then s is a positive solution for the problem
st = ∆s−min{dv, dc}s+ min{(dv − dc)c, (dc − dv)v} in Ωt ,
∂s

∂n
= (γ(w)− ρ1c,−min{ρ2, τ2}s+ min{(ρ2 − τ2)v, (τ2 − ρ2)c}) on ∂Ωt ,

s(x, 0) = c0(x) + v0(x) in Ω .
(4)

Since min{(ρ2 − τ2)v, (τ2 − ρ2)c} ≤ 0, min{(dv − dc)c, (dc − dv)v} ≤ 0 and γ is a
decreasing function, then the unique positive solution θ of the linear problem

θt = ∆θ −min{dv, dc}θ in Ωt ,
∂θ

∂n
= (γ(0),−min{ρ2, τ2}θ) on ∂Ωt ,

θ(x, 0) = c0(x) + v0(x) in Ω .

is a super solution of (4). Therefore, 0 < s(t) ≤ θ(t) ≤ C and Lemma follows.

Lemma 3.3. Let K a positive constant. Assume that I0(t) ≤ K for each t < Tmax
then

‖z‖Xt ≤ C.

Proof. By the previous Lemma, we know that c ≤ C. We consider ϕ the unique
solution to the linear parabolic problem

ϕt = Dz∆ϕ− dzϕ+ kbC +K in Ωt ,
∂ϕ
∂n = (−θ1ϕ,−θ2ϕ) on ∂Ωt ,
ϕ(x, 0) = z0(x) in Ω .

By the comparison principle 0 < z(t) < ϕ(t) ≤ C.
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Lemma 3.4. For each t < Tmax we have

‖v‖Yt ≤ C

Proof. By the generalized variation of constants formula for v and applying the
estimate provided in [6, Lemma 3.1] (that also holds in our case), we have that
there exist constants δ > 0, ν ∈ (0, 1) such that

‖v(t)‖1,p ≤ C‖v0‖1,p + C

∫ t

0

(t− s)−νe−δ(t−s)h(s)ds

where

h(s) := ‖c‖W 2α−2,p
B2

+ ‖vz‖W 2α−2,p
B2

+ ‖Aα−1(B2)cαγ0(γ(w))‖W 2α−2,p
B2

.

By the embedding

C0(Ω) ↪→W 2α−2,p
B2

we obtain

‖v(t)‖1,p ≤ C‖v0‖1,p+C
∫ t

0

(t−s)−νe−δ(t−s)(‖c‖C0(Ω)+‖vz‖C0(Ω)+‖γ(w)‖C0(Ω))ds .

Therefore, by previous Lemmas and the monotonicity of γ we conclude the Lemma.

Lemma 3.5. For any t < Tmax we have that

‖u‖Xt ≤ C

Proof. We take the C0(Ω)-norm in the variations of constant formula of u to deduce
that for some constants 0 < κ < ρ < 1, we have

‖u‖C0(Ω) ≤ C‖u0‖C0(Ω) +

∫ t

0

Ce−δ(t−s)
(

(t− s)−ρ‖α‖∞‖v‖1,p‖u‖C0(Ω) +

+(t− s)−κ(‖λβ(v)u− ξu2‖C0(Ω)

)
ds .

Since
λβ(v)u− ξu2 ≤ λ‖β‖∞u− ξu2 < C

then by the Gronwall Lemma we easily deduce the result.

Lemma 3.6. For any t < Tmax we have that

‖w‖Xt ≤ C

Proof. Let C > 0 the constant provided by the previous Lemma and ϕ the unique
solution to the linear problem

ϕt = Dw∆ϕ− dwϕ+ ζC in Ωt ,
∂ϕ

∂n
= (−δ1ϕ,−δ2ϕ) on ∂Ωt ,

ϕ(x, 0) = w0(x) in Ω .

Since ϕ is a positive supersolution to the w-equation then 0 < w(t) ≤ ϕ(t) ≤ C.

As a consequence of previous Lemmas and Theorem 3.1 we deduce global in time
existence for problem (1).

Theorem 3.7. Assume that the initial data u0 ∈ X, p > N , with u0 ≥ 0 in Ω
and I0 ∈ C((0,∞);C0(Ω)) with I0(x, t) ≥ 0 for x ∈ Ω, t > 0. Then, there exists a
unique non-negative global in time solution to (1).
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4. Large time behaviour of v when I0 is large. During this section we assume
that I0 is a constant sufficiently large.

Lemma 4.1. There exist τ > 0 and δ > 0 such that for any t > τ the following
inequality holds

‖z(t)‖C0(Ω) > δI0.

Proof. By Lemma 3.2 we know that v ≤ C where C is a constant that does not
depend on I0. Therefore, the solution to the linear problem

ϕt = Dz∆ϕ− dzϕ− kfCϕ+ I0 in Ωt ,
∂ϕ

∂n
= (−θ1ϕ,−θ2ϕ) on ∂Ωt ,

ϕ(x, 0) = z0(x) in Ω ,

is a subsolution to the z-equation. Thus, 0 < ϕ(t) ≤ z(t). On the other hand, since
λ1(−∆ + 1;N + θ1;N + θ2) > 0 then

lim
t→+∞

‖ϕ(t)− ϕe‖C0(Ω) = 0 (5)

where ϕe is the unique positive solution to{
Dz∆ϕe − dzϕe − kfCϕe + I0 = 0 in Ω ,
∂ϕe
∂n

= (−θ1ϕe,−θ2ϕe) on ∂Ω ,

Moreover, easily we can check that ϕe = eI0, where e is the unique positive solution
to {

Dz∆e− dze− kfCe+ 1 = 0 in Ω ,
∂e

∂n
= (−θ1e,−θ2e) on ∂Ω ,

Additionally the strong maximum principle (see [2, Theorem 2.4] ) entails that
minx∈Ω e = κ > 0. Thus, ϕe ≥ kI0 and by (5) there exists τ > 0 such that

ϕ(x, t) ≥ (k/2)I0, for every x ∈ Ω and t ≥ τ

Putting previous estimates together we infer

(k/2)I0 < ϕ(x, t) < z(x, t) for every x ∈ Ω, t > τ

and Lemma follows.

Theorem 4.2. There exist C > 0 and τ > τ such that∫
Ω

v(t)2 ≤ CI−1/3
0

for each t > τ .

Proof. We multiply the v-equation by v and after integrating by parts to get

d

2dt

∫
Ω

v2 = −
∫

Ω

|∇v|2 −
∫

Ω

(dv + kfz)v
2 − kb

∫
Ω

cv +

∫
Γ1

γ(w)v − τ2
∫

Γ2

v2

≤ −
∫

Ω

|∇v|2 −
∫

Ω

(dv + kfz)v
2 +

1

4ε

∫
Γ1

v2 + εγ(0)2|Γ1|.

We provide a bound for the boundary term using the Sobolev-Trace inequality

1

4ε

∫
Γ1

v2 ≤ ε′

4ε

∫
Ω

|∇v|2 +
C((ε′)−2 + 1)

4ε

∫
Ω

v2 .
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Next, we pick ε′ = 2ε and ε such that C((ε′)−2+1)
4ε ≤ kfδI0. In particular we can

pick ε = CI
−1/3
0 for some C > 0. Therefore,

d

2dt

∫
Ω

v2 ≤ −1

2

∫
Ω

|∇v|2 − dv
2

∫
Ω

v2 + (kfδI0 − kfz)
∫

Ω

v2 + εγ(0)2|Γ1|.

By Lemma 4.1, kfδI0 − kfz < 0 for each t ≥ τ . Thus, y(t) =
∫

Ω
v2(t) satisfies for

each t ≥ τ the following differential inequality

y′(t) ≤ −dv
2
y(t) + CI

−1/3
0 γ(0)2|Γ1| , y(τ) =

∫
Ω

v2(τ) .

Solving previous differential inequality, we have

y(t) ≤ e−(dv/2)ty(τ) + (2/dv)CI
−1/3
0 γ(0)2|Γ1|(1− e(dv/2)(τ−t))

and Theorem follows for t sufficiently large.
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linear chemotactic response and flux at the tumor boundary, Nonlinear Anal., 72 (2010),
330–347.
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