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#### Abstract

In this article, the authors investigate the system of Schrödinger and KleinGordon equations with Yukawa coupling. They first prove the existence of pullback attractor and construct a family of invariant Borel probability measures. Then they establish that this family of probability measures satisfies a Liouville type theorem and is indeed a statistical solution for the coupling equations. Further, they reveal that the invariant property of the statistical solution is a particular situation of the Liouville type theorem.
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## 1 Introduction

In this article, we investigate the following non-autonomous weakly dissipative Klein-Gordon-Schödinger (KGS for short) equations

$$
\begin{align*}
& u_{t t}+\nu u_{t}-\Delta u+\mu u-\beta|z|^{2}=g(x, t), \quad x \in \Omega, \quad t>\tau,  \tag{1.1}\\
& i z_{t}+\Delta z+i \alpha z+z u=f(x, t), \quad x \in \Omega, \quad t>\tau, \tag{1.2}
\end{align*}
$$

with initial and boundary conditions

$$
\begin{align*}
& \left.\left(u(x, t), u_{t}(x, t), z(x, t)\right)\right|_{t=\tau}=\left(u_{\tau}, u_{0 \tau}, z_{\tau}\right), x \in \Omega,  \tag{1.3}\\
& \left.u(x, t)\right|_{\partial \Omega}=\left.z(x, t)\right|_{\partial \Omega}=0, \tag{1.4}
\end{align*}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{3}$ with smooth boundary $\partial \Omega$.
Equations (1.1)-(1.2) describe the interaction of scalar nucleons with neutral mesons through Yukawa coupling (see [3]), where $u=u(x, t)$ and $z=z(x, t)$ denote a real meson field and a complex scalar nucleon field, respectively, the parameters $\alpha>0$, $\nu>0$ denote the dissipative mechanism of the system, $\mu>0, \beta>0$ are constants representing the damping coefficients, and the real-valued function $g(x, t)$ and complexvalued function $f(x, t)$ are the time-dependent external forces.

The autonomous KGS equations (1.1)-(1.2) and its related versions were extensively studied, one can see $[1,3,17,21,23]$ and the references therein. For example, when $\Omega \subset \mathbb{R}^{3}$ is a bounded smooth domain, Biler in [3] established the existence of global attractor in the weak topologies of

$$
\begin{equation*}
E=H_{0}^{1}(\Omega) \times L^{2}(\Omega) \times H_{0}^{1}(\Omega) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{1}=\left(H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) \times H_{0}^{1}(\Omega) \times\left(H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) . \tag{1.6}
\end{equation*}
$$

Later, these results were improved by [29]. Also, Lange and Wang in [19] proved the regularity of the global attractor when $\Omega \subset \mathbb{R}$ is a bounded interval. The Cauchy problem associated to equations (1.1)-(1.2) were investigated in [21,23]. For instance, Li and Guo in [21] used a Strichartz type inequality and some suitable decomposition to prove the asymptotic smoothing effect for the solutions. However, to the best of our knowledge, there are only some references concerning the asymptotic behavior of solutions for the non-autonomous KGS equations (1.1)-(1.2).

The motivation of the current article is to investigate the statistical solutions for the non-autonomous KGS equations (1.1)-(1.2). We are interested in the probability distribution of solutions within the phase space $E$. In turbulent flow regimes, the physical properties are universally recognized as randomly varying and characterized by some suitable probability distribution functions. In the theory of fluid mechanics,
the invariant measures and statistical solutions have proven to be very useful in the understanding of turbulence (see Foias et al. [11]). The main reason is that the measurements of several important aspects (such as mass and velocity) of turbulent flows are actually measurements of time-average quantities. Statistical solutions have been introduced as a rigorous mathematical notion to formalize the object of ensemble average in the conventional statistical theory of turbulence. Nowadays, invariant measures and statistical solutions are widely used to describe certain characteristics of the fluids in the real world.

There are two prevalent notions of statistical solutions. The one is the so-called Foias-Prodi statistical solutions introduced by Foias and Prodi in [10] and the other is the so-called Vishik-Fursikov statistical solutions given by Vishik and Fursikov in [28]. The Foias-Prodi statistical solutions are a family of Borel measures parametrized by the time variable and defined on the phase space of the Navier-Stokes equations, representing the probability distribution of the velocity field of the flow at each time. The Vishik-Fursikov statistical solutions are a single Borel measure on the space of trajectories, representing the probability distribution of the space-time velocity field.

The invariant measures for well-posed dissipative systems were studied in a series of references (see [9,22,24-27,30]). For instance, Łukaszewicz, Real and Robinson [25] used the notion of Generalized Banach limit to construct the invariant measures for general continuous dynamical systems on metric spaces. Later, Chekroun and Glatt-Holtz [9] improved the results of [25] to construct invariant measures for a broad class of dissipative autonomous dynamical systems. Recently, Łukaszewicz and Robinson [26] extended the result of [9] to construct invariant measures for dissipative non-autonomous dynamical systems. The result of [26] was used to investigate the invariant measure for the three-dimensional (3D for short) globally modified Navier-Stokes equations and regularized MHD equations in $[31,37]$.

There also are some references investigating the statistical solutions and trajectory statistical solutions for some model evolution equations that possess global weak solutions but without a known result of global uniqueness. For instance, Foias, Rosa and Temam studied systematically the statistical solutions for the 3D Navier-Stokes equations in $[12-16]$. Bronzi, Mondaini and Rosa in $[4,6]$ proved an abstract framework for the theory of statistical solutions and trajectory statistical solutions for general evolution equations, including those with properties similar to the 3D Navier-Stokes equations. Bronzi and Rosa studied the convergence of statistical solutions of the 3D Navier-Stokes- $\alpha$ model as $\alpha$ vanishes in [5]. Caraballo, Kloeden and Real investigated the invariant measure and statistical solution for the 3 D globally modified Navier-Stokes equations in [7]. Kloeden, Rubio and Real studied the equivalence of invariant measure and stationary statistical solutions for the autonomous globally modified Navier-Stokes equations in [18]. Zhao and Caraballo in [32] constructed the trajectory statistical solutions for the 3D globally modified Navier-Stokes equations. Zhao, Song and Caraballo
in [34] constructed the strong trajectory statistical solutions for the 2D dissipative Euler equations. Zhao, Li and Caraballo in [33] proved sufficient conditions ensuring the existence of trajectory statistical solutions for autonomous evolution equations. In addition, Zhao, Li and Song in [35] constructed the trajectory statistical solutions for the 3D Navier-Stokes equations via the trajectory attractor approach. Also, Zhao, Jiang and Caraballo constructed in [36] the trajectory statistical solutions for the nonlinear wave equations with polynomial growth

The main result of the current article is to prove the existence of the statistical solution for the non-autonomous KGS equations (1.1)-(1.2). This statistical solution describes the probability distribution of the meson field and nucleon field in the phase space. We will first use the abstract theory for dissipative non-autonomous system in [26, Theorem 3.1] to obtain the existence of a family of invariant Borel probability measures $\left\{m_{t}\right\}_{t \in \mathbb{R}}$. Then we establish that $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ satisfies a Liouville type theorem and is indeed a statistical solution for equations (1.1)-(1.2). Finally, we reveal that the invariant property of the statistical solution is a particular situation of the Liouville type theorem.

To apply the abstract theory of [26, Theorem 3.1] to obtain the existence of a family of invariant Borel probability measures, we shall prove that the solution operators associated to problem (1.1)-(1.4) generate a continuous process $\{U(t, \tau)\}_{t \geqslant \tau}$ in the phase space $E$ and
(1) the process $\{U(t, \tau)\}_{t \geqslant \tau}$ is pullback strongly bounded in $E$;
(2) the process $\{U(t, \tau)\}_{t \geqslant \tau}$ is pullback asymptotically compact in $E$;
(3) for each given $t \in \mathbb{R}$ and given $\psi_{*} \in E$, the $E$-valued function $\tau \mapsto U(t, \tau) \psi_{*}$ is continuous and bounded on $(-\infty, t]$.

By definition, a continuous process $\{U(t, \tau)\}_{t \geqslant \tau}$ in the phase space $E$ means $\{U(t, \tau)\}_{t \geqslant \tau}$ is a two-parameter family of mappings in $E$ satisfying:
(a) $U(t, s) U(s, \tau)=U(t, \tau), \forall t \geqslant s \geqslant \tau, \tau \in \mathbb{R}$;
(b) $U(\tau, \tau)=\operatorname{Id}$ (identity operator), $\tau \in \mathbb{R}$;
(c) For given $t$ and $\tau$ with $t \geqslant \tau$, the mapping $U(t, \tau)$ is continuous from $E$ to $E$.

It is not a standard fact to prove above assertions (1)-(3) for the process $\{U(t, \tau)\}_{t \geqslant \tau}$.
Firstly, on the one hand, it is not a direct generalization of the dynamics from autonomous system to non-autonomous system. On the other hand, in [3], the authors established the existence of global attractor with the conditions $f, g \in \mathcal{C}_{b}\left(\mathbb{R}_{+} ; L^{2}(\Omega)\right)$ or $f, g \in L^{2}(\Omega)$, which implies that $f$ and $g$ are uniformly bounded in $L^{2}(\Omega)$ with respect to time $t$. In this article, the conditions imposed on $f$ and $g$ are weaker than those in [3]. In fact, we allow that the external forces are unbounded and actually
even exponentially growing time-dependent functions. At the same time, the nonlinear terms $|z|^{2}$ and $z u$ produce some difficulties when we estimate the solutions and prove the pullback strongly boundedness of $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$.

Secondly, it is not easy to prove directly the pullback asymptotically compactness of $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$ because of the special coupling of a hyperbolic equation with a parabolic one. Here we will employ some delicate decomposition of the process $\{U(t, \tau)\}_{t \geqslant \tau \tau}$. Precisely, we decompose the addressed system into two equations, and simultaneously split the nonlinear term $|z|^{2}$ into $\boldsymbol{\operatorname { R e }}\left(\bar{z} z_{1}\right)$ and $\boldsymbol{\operatorname { R e }}\left(\bar{z} z_{2}\right)$ (here $\left.z=z_{1}+z_{2}\right)$. By this way we can prove that the solutions of the first decomposed equations pullback decay exponentially, whereas the solutions of the second decomposed equations are pullback bounded in $E_{1}$. Note that the embedding $E \hookrightarrow E_{1}$ is compact. We then obtain the pullback asymptotically compactness of $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$ by the abstract theory of [8, Theorem 3.2].

Thirdly, to prove assertion (3) the key step is to establish the continuous dependence of the solutions on the initial data in $E$. This continuous dependence has been proved by Wang and Lange in [29, Theorem 3.4] via the method of energy equation. Here we will present a simple and direct proof to this continuous dependence. The main technique we used is to construct a suitable space $E_{\mu}$ which is equivalent to the usual phase space $E$. Then we establish that the abstract operator corresponding to the linear part of equations (1.1)-(1.2) is coercive on $E_{\mu}$. This coerciveness allows us to prove directly the continuous dependence of the solutions on the initial data in the norm of $E_{\mu}$, which is equivalent to the continuous dependence of the solutions on the initial data in the norm of $E$.

To establish that $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ is a statistical solution of the KGS equations, the important step is to prove that $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ satisfies a Liouville type theorem similar to that from Statistical Mechanics. Fortunately, the form of the construction of the Borel probability measures $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ plays essential role in our proof. We also want to point out an interesting relation between the invariant property and the Liouville type theorem for the statistical solution. We all know that Liouville theorem from Statistical Mechanics indicates that the distribution of a set in the phase space could change with the evolution of time, but its Liouville measures is conserved. We will discover in this article that the invariant property of the statistical solution describes exactly that the shape of the pullback attractor $\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)$ could change with the evolution of time from $\tau$ to $t$, but the measure of $\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)$ and $\mathcal{A}_{\mathcal{D}_{\delta}}(t)$ coincides with each other.

The rest of the article is arranged as follows. In the next section, we estimate the solutions and then show the global well-posedness of problem (1.1)-(1.4). In Section 3, we establish the existence of the pullback attractor for the process $\{U(t, \tau)\}_{t \geqslant \tau}$ associated to problem (1.1)-(1.4). In Section 4, we first construct a family of invariant Borel probability measures for the process $\{U(t, \tau)\}_{t \geqslant \tau}$. Then we establish that this family of probability measures satisfies a Liouville type theorem and is indeed a statistical
solution for the KGS equations. Further, we reveal that the invariant property of the statistical solution is a particular situation of the Liouville type theorem.

## 2 Estimates and global well-posedness of solutions

We first introduce some notations. Let $L^{p}(\Omega), H_{0}^{1}(\Omega)$ and $W^{m, p}(\Omega)$ denote the usual Lebesgue and Sobolev spaces with norms $\|\cdot\|_{L^{p}(\Omega)},\|\cdot\|_{H_{0}^{1}(\Omega)}$ and $\|\cdot\|_{W^{m, p}(\Omega)}$, respectively. Especially, $H^{m}(\Omega)=W^{m, 2}(\Omega)$ and $\|\cdot\|_{L^{2}(\Omega)}=\|\cdot\|$. Throughout this article, we will use the function spaces $E$ (see (1.5)) and $E_{1}$ (see (1.6)) and the norms are defined respectively as

$$
\begin{align*}
& \|\psi\|_{E}=\left(\|\nabla u\|^{2}+\|v\|^{2}+\|\nabla z\|^{2}\right)^{1 / 2}, \text { for } \psi=(u, v, z)^{T} \in E,  \tag{2.1}\\
& \|\psi\|_{E_{1}}=\left(\|\Delta u\|^{2}+\|\nabla v\|^{2}+\|\Delta z\|^{2}\right)^{1 / 2}, \text { for } \psi=(u, v, z)^{T} \in E_{1} . \tag{2.2}
\end{align*}
$$

In addition, we will employ the notation $a \lesssim b$ (also $a \gtrsim b$ ) to mean that $a \leqslant c b$ (also $a \geqslant c b$ ) for a universal constant $c>0$ that only depends on the parameters coming from the problem.

Put

$$
\begin{equation*}
v=v(t)=u_{t}+\delta u \tag{2.3}
\end{equation*}
$$

where $\delta>0$ is some constant that will be specified later. Then problem (1.1)-(1.4) is equivalent to the following problem

$$
\begin{align*}
& u_{t}+\delta u-v=0, t>\tau  \tag{2.4}\\
& v_{t}-\Delta u-\delta(\nu-\delta) u+\mu u+(\nu-\delta) v=\beta|z|^{2}+g(x, t), \quad t>\tau,  \tag{2.5}\\
& z_{t}-i \Delta z+\alpha z=i z u-i f(x, t), t>\tau,  \tag{2.6}\\
& \left.(u(x, t), v(x, t), z(x, t))\right|_{t=\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right), \quad x \in \Omega,  \tag{2.7}\\
& \left.(u(x, t), v(x, t), z(x, t))\right|_{\partial \Omega}=(0,0,0), \tag{2.8}
\end{align*}
$$

hereinafter $v_{\tau}=u_{0 \tau}+\delta u_{\tau}$ and $\delta$ is the constant from (2.3). Denote

$$
\psi=\psi(x, t)=(u(x, t), v(x, t), z(x, t))^{T}
$$

and

$$
\begin{align*}
\Theta & =\left(\begin{array}{ccc}
\delta I & -I & 0 \\
-\Delta-\delta(\nu-\delta) I+\mu I & (\nu-\delta) I & 0 \\
0 & 0 & -i \Delta+\alpha I
\end{array}\right),  \tag{2.9}\\
F(\psi, t) & =\left(0, \beta|z|^{2}+g(x, t), i z u-i f(x, t)\right)^{T}, \tag{2.10}
\end{align*}
$$

where $I$ in the matrix $\Theta$ is the identity operator. Then problem (2.4)-(2.8) can be written as

$$
\begin{align*}
& \frac{\mathrm{d} \psi}{\mathrm{~d} t}+\Theta \psi=F(\psi, t), \quad t>\tau  \tag{2.11}\\
& \psi(\tau)=\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \tag{2.12}
\end{align*}
$$

We next estimate the solutions of problem (2.11)-(2.12).
Lemma 2.1. Let $f(x, t), f_{t}(x, t), g(x, t)$ belong to $L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; L^{2}(\Omega)\right)$. Then for any $\psi_{\tau}=$ $\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in E$, every solution $\psi(x, t)=(u(x, t), v(x, t), z(x, t))^{T}$ of problem (2.11)(2.12) corresponding to $\psi_{\tau}$ satisfies

$$
\begin{align*}
\|z(t)\|^{2} \lesssim & \left\|z_{\tau}\right\|^{2} e^{-\alpha(t-\tau)}+e^{-\alpha t} \int_{\tau}^{t} e^{\alpha s}\|f(s)\|^{2} \mathrm{~d} s, \quad \forall t \geqslant \tau  \tag{2.13}\\
\|\psi(t)\|_{E}^{2} \lesssim & \lesssim(\tau) e^{-\delta(t-\tau)}+e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s \\
& +e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\|z(s)\|^{6} \mathrm{~d} s+\|z(t)\|^{6}+\|f(t)\|^{2}, \quad \forall t \geqslant \tau \tag{2.14}
\end{align*}
$$

where

$$
\begin{align*}
\Upsilon(\tau) & =\left\|\nabla z_{\tau}\right\|^{2}+\frac{1}{2}\left\|\nabla u_{\tau}\right\|^{2}+\frac{1}{2}\left\|v_{\tau}\right\|^{2}+2 \boldsymbol{R} \boldsymbol{e} \int_{\Omega} \overline{z_{\tau}} f(\tau) \mathrm{d} x-\int_{\Omega}\left|z_{\tau}\right|^{2} u_{\tau} \mathrm{d} x+\frac{\mu}{2}\left\|u_{\tau}\right\|^{2},  \tag{2.15}\\
\|G(s)\|^{2} & =\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}+\|g(s)\|^{2} . \tag{2.16}
\end{align*}
$$

Proof. Let the assumption of this lemma hold. Then the existence and uniqueness of the solution $\psi(x, t)$ corresponding to the initial data $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in E$ can be proved in a standard way, using the Galerkin approximations as in [3]. The estimate (2.13) is easily obtained by taking the scalar product of $(2.6)$ with $z(t)$ and the real part of the resulting equality. These details are omitted and here we prove (2.14).

In fact, in $[3,(2.10)]$, it is proved that

$$
\begin{align*}
& \frac{\mathrm{d} \Upsilon(t)}{\mathrm{d} t}+\delta \Upsilon(t)+(2 \alpha-3 \delta)\|\nabla z(t)\|^{2}+\left(\nu-\frac{3 \delta}{2}\right)\|v(t)\|^{2}+\frac{\delta}{2}\|\nabla u(t)\|^{2}+\frac{\delta \mu}{2}\|u(t)\|^{2} \\
= & 2 \alpha \int_{\Omega}|z(t)|^{2} u(t) \mathrm{d} x-2(\alpha-\delta) \boldsymbol{\operatorname { R e }} \int_{\Omega} \bar{z}(t) f(x, t) \mathrm{d} x+\delta(\nu-\delta) \int_{\Omega} u(t) v(t) \mathrm{d} x \\
& +\int_{\Omega} v(t) g(x, t) \mathrm{d} x+2 \boldsymbol{\operatorname { R e }} \int_{\Omega} \bar{z}(t) \frac{\partial f(x, t)}{\partial t} \mathrm{~d} x, \forall t \geqslant \tau, \tag{2.17}
\end{align*}
$$

where
$\Upsilon(t)=\|\nabla z(t)\|^{2}+\frac{1}{2}\|\nabla u(t)\|^{2}+\frac{1}{2}\|v(t)\|^{2}+2 \boldsymbol{R e} \int_{\Omega} \overline{z(t)} f(x, t) \mathrm{d} x-\int_{\Omega}|z(t)|^{2} u(t) \mathrm{d} x+\frac{\mu}{2}\|u(t)\|^{2}$.
We next estimate the terms on the right-hand side of (2.17). By Hölder's inequality, Gagliardo-Nirenberg's inequality and the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$, we obtain

$$
\left.\left|\int_{\Omega}\right| z(t)\right|^{2} u(t) \mathrm{d} x \mid \lesssim\|z(t)\|_{L^{12 / 5}(\Omega)}^{2}\|u(t)\|_{L^{6}(\Omega)} \lesssim\|z(t)\|^{3 / 2}\|\nabla z(t)\|^{1 / 2}\|\nabla u(t)\|
$$

and thus

$$
\begin{equation*}
2 \alpha \int_{\Omega}|z(t)|^{2} u(t) \mathrm{d} x \lesssim \frac{\alpha}{2}\|\nabla z(t)\|^{2}+\frac{\delta}{4}\|\nabla u(t)\|^{2}+\|z(t)\|^{6} \tag{2.18}
\end{equation*}
$$

The other terms on the right-hand side of (2.17) are simpler to deal with:

$$
\left\{\begin{array}{l}
2(\alpha-\delta)\left|\operatorname{Re} \int_{\Omega} \bar{z}(t) f(x, t) \mathrm{d} x\right| \leqslant(\alpha-\delta)\|\nabla z(t)\|^{2}+\frac{4(\alpha-\delta)}{\lambda_{1}^{2}}\|f(t)\|^{2}  \tag{2.19}\\
2\left|\boldsymbol{\operatorname { R e }} \int_{\Omega} \bar{z}(t) \frac{\partial f(x, t)}{\partial t} \mathrm{~d} x\right| \leqslant \frac{\alpha}{2}\|\nabla z(t)\|^{2}+\frac{2}{\alpha \lambda_{1}^{2}}\left\|\frac{\partial f(x, t)}{\partial t}\right\|^{2} \\
\left|\int_{\Omega} v(t) g(x, t) \mathrm{d} x\right| \leqslant \frac{\nu}{4}\|v(t)\|^{2}+\frac{1}{\nu}\|g(t)\|^{2} \\
\delta(\nu-\delta)\left|\int_{\Omega} u(t) v(t) \mathrm{d} x\right| \leqslant \frac{\nu-\delta}{2}\|v(t)\|^{2}+\frac{\delta^{2}(\nu-\delta)}{2}\|u(t)\|^{2}
\end{array}\right.
$$

where we have used the following Poincaré inequality

$$
\|u\|^{2} \leqslant \lambda_{1}^{-1}\|\nabla u\|^{2}, \quad \forall u \in H_{0}^{1}(\Omega) .
$$

Inserting (2.18)-(2.19) into (2.17) yields

$$
\begin{align*}
& \frac{\mathrm{d} \Upsilon(t)}{\mathrm{d} t}+\delta \Upsilon(t)+\left(\frac{\alpha}{2}-2 \delta\right)\|\nabla z(t)\|^{2}+\left(\frac{\nu}{4}-\delta\right)\|v(t)\|^{2}+\frac{\delta}{4}\|\nabla u(t)\|^{2}+\frac{\delta}{2}(\mu-\delta(\nu-\delta))\|u(t)\|^{2} \\
& \quad \lesssim\|z(t)\|^{6}+\|G(t)\|^{2}, \quad \forall t \geqslant \tau, \tag{2.20}
\end{align*}
$$

where $G(\cdot)$ is defined by $(2.16)$. We now choose $\delta$ such that

$$
0<\delta<\min \left\{\frac{\alpha}{4}, \frac{\nu}{4}, \frac{\mu}{\nu}\right\} .
$$

Then (2.20) implies

$$
\frac{\mathrm{d} \Upsilon(t)}{\mathrm{d} t}+\delta \Upsilon(t) \lesssim\|z(t)\|^{6}+\|G(t)\|^{2}, \quad \forall t \geqslant \tau
$$

and applying Gronwall's inequality we deduce

$$
\begin{equation*}
\Upsilon(t) \lesssim \Upsilon(\tau) e^{-\delta(t-\tau)}+e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s+e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\|z(s)\|^{6} \mathrm{~d} s, \quad \forall t \geqslant \tau \tag{2.21}
\end{equation*}
$$

Combining (2.21), the estimates similar to (2.18) and the first inequality in (2.19), we obtain (2.14). The proof of Lemma 2.1 is completed.

According to the estimates in Lemma 2.1, we next analyze under what assumptions on the data there exists a pullback absorbing set for the process associated to problem (2.11)-(2.12).

From (2.15) we see that

$$
\begin{equation*}
\Upsilon(\tau) \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}+\left\|z_{\tau}\right\|^{6}+\|f(\tau)\|^{2} . \tag{2.22}
\end{equation*}
$$

From (2.14) and (2.22) it follows that the following assumptions

$$
\begin{align*}
& \lim _{\tau \rightarrow-\infty}\left\|\psi_{\tau}\right\|_{E}^{2} e^{\frac{\delta \tau}{3}}=0  \tag{2.23}\\
& \lim _{\tau \rightarrow-\infty}\|f(\tau)\|^{2} e^{\delta \tau}=0  \tag{2.24}\\
& \int_{-\infty}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s<+\infty, \text { for each } t \in \mathbb{R}, \tag{2.25}
\end{align*}
$$

are needed. We next analyze the third term on the right-hand side of (2.14). In fact, it follows from (2.13) that

$$
e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\|z(s)\|^{6} \mathrm{~d} s \lesssim \rho_{1}(t, \tau)+\rho_{2}(t, \tau)+\rho_{3}(t, \tau)+\rho_{4}(t, \tau)
$$

where

$$
\left\{\begin{array}{l}
\rho_{1}(t, \tau)=e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\left\|z_{\tau}\right\|^{6} e^{-3 \alpha(s-\tau)} \mathrm{d} s \\
\rho_{2}(t, \tau)=e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\left\|z_{\tau}\right\|^{4} e^{-2 \alpha(s-\tau)} e^{-\alpha s} \int_{\tau}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \mathrm{~d} s \\
\rho_{3}(t, \tau)=e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\left\|z_{\tau}\right\|^{2} e^{-\alpha(s-\tau)}\left(e^{-\alpha s} \int_{\tau}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{2} \mathrm{~d} s \\
\rho_{4}(t, \tau)=e^{-\delta t} \int_{\tau}^{t} e^{\delta s}\left(e^{-\alpha s} \int_{\tau}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{3} \mathrm{~d} s
\end{array}\right.
$$

By (2.23),

$$
\lim _{\tau \rightarrow-\infty}\left\|z_{\tau}\right\|^{6} e^{\delta \tau} \lesssim \lim _{\tau \rightarrow-\infty}\left(\left\|\psi_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{3}=0
$$

and thus when $\tau \rightarrow-\infty$,

$$
\begin{equation*}
\rho_{1}(t, \tau)=\left(\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{3} e^{-\delta t} \int_{\tau}^{t} e^{\delta s} e^{-3 \alpha(s-\tau)} e^{-\delta \tau} \mathrm{d} s \lesssim\left(\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{3} e^{-\delta t} \longrightarrow 0 \tag{2.26}
\end{equation*}
$$

We write $\rho_{2}(t, \tau)$ in the form

$$
\begin{equation*}
\left(\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{2} e^{-\frac{2 \delta \tau}{3}} e^{-\delta t} \int_{\tau}^{t} e^{\delta s} e^{-2 \alpha(s-\tau)} e^{-\alpha s} \int_{\tau}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \mathrm{~d} s \tag{2.27}
\end{equation*}
$$

Thus, $\rho_{2}(t, \tau) \longrightarrow 0$ as $\tau \rightarrow-\infty$ if the integral in (2.27) stays bounded as $\tau \rightarrow-\infty$. For this purpose, we assume

$$
\begin{equation*}
e^{\left(\frac{2 \delta}{3}-2 \alpha\right) s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \leqslant K(s) \tag{2.28}
\end{equation*}
$$

where $K(s)$ is a continuous function on the real line which is bounded on every interval of the form $(-\infty, t)$. If (2.28) holds, then

$$
\begin{align*}
\rho_{2}(t, \tau) & \lesssim\left(\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{2} e^{\left(2 \alpha-\frac{2 \delta}{3}\right) \tau} e^{-\delta t} \int_{\tau}^{t} e^{-(3 \alpha-\delta) s} e^{\left(2 \alpha-\frac{2 \delta}{3}\right) s} K(s) \mathrm{d} s \\
& \lesssim\left(\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}}\right)^{2} e^{\left(\alpha-\frac{\delta}{3}\right) \tau} \widetilde{K}(t) \longrightarrow 0, \tau \rightarrow-\infty, \tag{2.29}
\end{align*}
$$

where $\widetilde{K}(t)$ is a bounded quantity depending only on $t$ and the function $K(\cdot)$.
Also, if (2.28) holds, then for $K_{1}(s)=K(s) e^{\left(\alpha-\frac{\delta}{3}\right) s}$ we have

$$
e^{\left(\frac{2 \delta}{3}-2 \alpha\right) s}\left(\int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{2} \lesssim K_{1}^{2}(s)
$$

and thus

$$
e^{\left(\frac{\delta}{3}-\alpha\right) s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \lesssim K_{1}(s)
$$

Obviously, $K_{1}(s)$ possesses the same property of the function $K(s)$ in (2.28). Hence

$$
\begin{align*}
\rho_{3}(t, \tau) & \lesssim\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}} e^{\left(\alpha-\frac{\delta}{3}\right) \tau} e^{-\delta t} \int_{\tau}^{t} e^{-(3 \alpha-\delta) s} e^{\left(2 \alpha-\frac{2 \delta}{3}\right) s} K_{1}^{2}(s) \mathrm{d} s \\
& \lesssim\left\|z_{\tau}\right\|^{2} e^{\frac{\delta \tau}{3}} e^{-\delta t} \widetilde{K_{1}}(t) \longrightarrow 0, \tau \rightarrow-\infty, \tag{2.30}
\end{align*}
$$

where $\widetilde{K}_{1}(t)$ is a bounded quantity depending only on $t$ and the function $K_{1}(\cdot)$.
At the same time, if (2.28) holds then

$$
e^{\left(\frac{\delta}{3}-\alpha-\left(\alpha-\frac{\delta}{3}\right)\right) s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \leqslant K(s),
$$

and so we can choose some $\gamma>0$ such that $\alpha-\frac{\delta}{3}>\frac{\delta}{3}>\gamma$ and

$$
e^{\left(\frac{\delta}{3}-\alpha-\gamma\right) s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta \leqslant K_{2}(s)=K(s) e^{\left(\alpha-\frac{\delta}{3}-\gamma\right) s} .
$$

Clearly, the function $K_{2}(s)$ also possesses the property of the function $K(s)$. Thus

$$
\begin{align*}
\rho_{4}(t, \tau) & \lesssim e^{-\delta t} \int_{\tau}^{t} e^{-(3 \alpha-\delta) s} e^{(\delta-3 \alpha-3 \gamma) s}\left(\int_{\tau}^{t} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{3} e^{(3 \alpha+3 \gamma-\delta) s} \mathrm{~d} s \\
& \lesssim e^{-\delta t} \int_{\tau}^{t} e^{-(3 \alpha-\delta) s}\left(e^{\left(\frac{\delta}{3}-\alpha-\gamma\right) s} \int_{\tau}^{t} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{3} e^{(3 \alpha+3 \gamma-\delta) s} \mathrm{~d} s \\
& \lesssim e^{-\delta t} \int_{\tau}^{t} K_{2}^{3}(s) e^{3 \gamma s} \mathrm{~d} s \lesssim e^{-(\delta-3 \gamma) t} \widetilde{K}_{2}(t), \forall \tau<t, \tag{2.31}
\end{align*}
$$

where $\widetilde{K}_{2}(t)$ is a bounded quantity depending only on $t$ and the function $K_{2}(\cdot)$.
We now summarize our assumptions on the external forces $f(x, t)$ and $g(x, t)$ leading to the existence of a bounded pullback absorbing set.
(H) Assume $f(x, t), \frac{\partial f(x, t)}{\partial t}, g(x, t) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; L^{2}(\Omega)\right)$ and let

$$
\begin{align*}
& \int_{-\infty}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s<+\infty, \text { for each } t \in \mathbb{R}  \tag{2.32}\\
& \lim _{\tau \rightarrow-\infty}\|f(\tau)\|^{2} e^{\delta \tau}=0 \tag{2.33}
\end{align*}
$$

Moreover, let there exist some continuous function $K(\cdot)$ on the real line, bounded on intervals of the form $(-\infty, t)$, such that

$$
\begin{equation*}
\int_{-\infty}^{t} e^{\delta s}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \leqslant K(t) e^{\left(\alpha+\frac{\delta}{3}\right) t}, \text { for each } t \in \mathbb{R} \tag{2.34}
\end{equation*}
$$

Remark 2.1. (1) From (2.34) we see that for each $t \in \mathbb{R}$,

$$
\int_{-\infty}^{t} e^{\alpha s}\|f(s)\|^{2} \mathrm{~d} s=\int_{-\infty}^{t} e^{(\alpha-\delta) s} e^{\delta s}\|f(s)\|^{2} \mathrm{~d} s \leqslant e^{(\alpha-\delta) t} K(t) e^{\left(\alpha+\frac{\delta}{3}\right) t}
$$

so that (3.28) holds. The condition $\int_{-\infty}^{t} e^{\delta s}\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2} \mathrm{~d} s \leqslant K(t) e^{\left(\alpha+\frac{\delta}{3}\right) t}$ will be used when deriving the pullback asymptotic compactness of the process in $E$.
(2) Let $\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2} \leqslant M e^{\kappa s}$ for all $s \in \mathbb{R}$, where $M>0$ and $\kappa \geqslant \alpha-\frac{2 \delta}{3}$. Then

$$
\int_{-\infty}^{t} e^{\delta s}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \leqslant K(t) e^{\left(\alpha+\frac{\delta}{3}\right) t}
$$

with

$$
K(t)=\frac{M}{\delta+\kappa} e^{\left(\frac{2 \delta}{3}-\alpha+\kappa\right) t} .
$$

This example shows that we allow the external forces to be unbounded and actually even exponentially growing time-dependent functions.

From now on, by $\mathcal{P}(E)$ we denote the family of all nonempty subsets of $E$. According to (2.23), we denote by $\mathcal{D}_{\delta}$ the class of family of nonempty subsets $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \subset$ $\mathcal{P}(E)$ satisfying

$$
\begin{equation*}
\lim _{s \rightarrow-\infty}\left(e^{\frac{\delta s}{3}} \sup _{\psi \in D(s)}\|\psi\|_{E}^{2}\right)=0 . \tag{2.35}
\end{equation*}
$$

The class $\mathcal{D}_{\delta}$ will be called a universe in $\mathcal{P}(E)$. Clearly, all fixed bounded subsets of $E$ lie in $\mathcal{D}_{\delta}$.

By above analyses and the Galerkin approximations as in [3], we can prove in a standard way the following result (cf. [3]).

Lemma 2.2. Let assumption (H) hold. Then for any $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}$ and $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in D(\tau)$, problem (2.11)-(2.12) possesses a unique global solution

$$
\begin{equation*}
\psi(x, t)=(u(x, t), v(x, t), z(x, t))^{T} \in \mathcal{C}([\tau,+\infty) ; E) \tag{2.36}
\end{equation*}
$$

Moreover, $\psi(x, t)$ satisfies (2.13) and (2.14).
The continuous dependence of the solution $\psi(x, t)$ on the initial data $\psi_{\tau}$ will be proved in Section 4. From this continuous dependence and Lemma 2.2 we see that the maps

$$
U(t, \tau): \psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in E \longmapsto \psi(x, t)=(u(x, t), v(x, t), z(x, t))^{T} \in E, \quad \forall t \geqslant \tau,
$$

generate a continuous process $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$.

## 3 Existence of the pullback- $\mathcal{D}_{\delta}$ attractor

The aim of this section is to prove the existence of the pullback- $\mathcal{D}_{\delta}$ attractor for the process $\{U(t, \tau)\}_{t \geqslant \tau}$ in the phase space $E$. To this end, we will first show that $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses a bounded pullback- $\mathcal{D}_{\delta}$ absorbing set and is pullback- $\mathcal{D}_{\delta}$ asymptotically compact in $E$.

Definition 3.1. (1) It is said that a family of subsets $\widehat{D}_{0}=\left\{D_{0}(s) \mid s \in \mathbb{R}\right\} \subset \mathcal{P}(E)$ is bounded pullback- $\mathcal{D}_{\delta}$ absorbing for the process $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$ if for each $t \in \mathbb{R}$ and any $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}$, with $D(s) \subset E$ bounded for every $s \in \mathbb{R}$, there exists a $\tau_{0}(t, \widehat{D}) \leqslant t$ such that $U(t, \tau) D(\tau) \subset D_{0}(t)$ for all $\tau \leqslant \tau_{0}(t, \widehat{D})$.
(2) The process $\{U(t, \tau)\}_{t \geqslant \tau}$ is said to be pullback- $\mathcal{D}_{\delta}$ asymptotically compact in $E$ if, for each given $t \in \mathbb{R}$, each $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}$ and any sequence $\left\{\tau_{n}\right\}_{n \geqslant 1}$ in $(-\infty, t]$ such that $\tau_{n} \rightarrow-\infty$ as $n \rightarrow \infty$, the sequence $\left\{U\left(t, \tau_{n}\right) \psi\left(\tau_{n}\right)\right\}$ with any $\psi\left(\tau_{n}\right) \in D\left(\tau_{n}\right)$ possesses a convergent subsequence.

Lemma 3.1. Let assumption (H) hold. Then the process $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses a bounded pullback- $\mathcal{D}_{\delta}$ absorbing set $\widehat{\mathcal{B}}_{0}=\left\{\mathcal{B}_{0}(s) \mid s \in \mathbb{R}\right\} \subset \mathcal{P}(E)$, where $\mathcal{B}_{0}(s)=$ $\mathcal{B}_{0}\left(0 ; r_{\delta}(s)\right)$ is the ball of radius $r_{\delta}(s)$ and centered at zero in $E$.

Proof. Let $r_{\delta}(t)=R_{\delta}^{\frac{1}{2}}(t)$, where

$$
\begin{align*}
R_{\delta}(t) \lesssim & \lesssim+e^{-\delta t} \int_{-\infty}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s+e^{-\delta t} \int_{-\infty}^{t} e^{\delta s}\left(e^{-\alpha s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{3} \mathrm{~d} s \\
& +\left(1+e^{-\alpha t} \int_{-\infty}^{t} e^{\alpha s}\|f(s)\|^{2} \mathrm{~d} s\right)^{3}+\|f(t)\|^{2}, \quad t \in \mathbb{R} \tag{3.1}
\end{align*}
$$

Then from (2.13)-(2.14), (2.22)-(2.26), (2.29)-(2.31) and the analyses in previous section, we conclude that $\widehat{\mathcal{B}}_{0}=\left\{\mathcal{B}_{0}(s) \mid s \in \mathbb{R}\right\}$ constitutes the desired bounded pullback- $\mathcal{D}_{\delta}$ absorbing set for $\{U(t, \tau)\}_{t \geqslant \tau}$ in $E$.

We next use the decomposition of equations (2.4)-(2.8) to prove that $\{U(t, \tau)\}_{t \geqslant \tau}$ is pullback- $\mathcal{D}_{\delta}$ asymptotically compact in $E$. Let $\psi(x, t)=(u(x, t), v(x, t), z(x, t))^{T}$ be a solution of problem (2.4)-(2.8) with initial data $\left(u_{\tau}, v_{\tau}, z_{\tau}\right)$. We decompose problem (2.4)-(2.8) into two problems as

$$
\begin{align*}
& u_{1 t}+\delta u_{1}-v_{1}=0, \quad t>\tau,  \tag{3.2}\\
& v_{1 t}-\Delta u_{1}-\delta(\nu-\delta) u_{1}+\mu u_{1}+(\nu-\delta) v_{1}=\beta \mathbf{R e}\left(\bar{z} z_{1}\right), \quad t>\tau,  \tag{3.3}\\
& i z_{1 t}+\Delta z_{1}+i \alpha z_{1}+z_{1} u=0, \quad t>\tau,  \tag{3.4}\\
& \left.\left(u_{1}(x, t), v_{1}(x, t), z_{1}(x, t)\right)\right|_{t=\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right), x \in \Omega,  \tag{3.5}\\
& \left.\left(u_{1}(x, t), v_{1}(x, t), z_{1}(x, t)\right)\right|_{\partial \Omega}=(0,0,0), \tag{3.6}
\end{align*}
$$

and

$$
\begin{align*}
& u_{2 t}+\delta u_{2}-v_{2}=0, t>\tau  \tag{3.7}\\
& v_{2 t}-\Delta u_{2}-\delta(\nu-\delta) u_{2}+\mu u_{2}+(\nu-\delta) v_{2}=\beta \mathbf{R e}\left(\bar{z} z_{2}\right)+g(x, t), t>\tau,  \tag{3.8}\\
& i z_{2 t}+\Delta z_{2}+i \alpha z_{2}+z_{2} u=f(x, t), t>\tau,  \tag{3.9}\\
& \left.\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)\right|_{t=\tau}=(0,0,0), x \in \Omega  \tag{3.10}\\
& \left.\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)\right|_{\partial \Omega}=(0,0,0) . \tag{3.11}
\end{align*}
$$

Obviously, if $\psi_{1}(x, t)=\left(u_{1}(x, t), v_{1}(x, t), z_{1}(x, t)\right)^{T}$ is a solution of problem (3.2)-(3.6), then

$$
\begin{align*}
\psi_{2}(x, t) & =\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)^{T} \\
& =\left(u(x, t)-u_{1}(x, t), v(x, t)-v_{1}(x, t), z(x, t)-z_{1}(x, t)\right)^{T} \tag{3.12}
\end{align*}
$$

is a solution of problem (3.7)-(3.11).
Lemma 3.2. Let assumption (H) hold. Then for any given $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in$ $\mathcal{D}_{\delta}$ and $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in D(\tau)$, problem (3.2)-(3.6) possesses a unique solution $\psi_{1}(x, t)=\left(u_{1}(x, t), v_{1}(x, t), z_{1}(x, t)\right)^{T}$ corresponding to $\psi_{\tau}$. Moreover, for each given $t \in \mathbb{R}$ there exists a time $\tau_{0}=\tau_{0}(t, \widehat{D})$ such that

$$
\begin{equation*}
\left\|\psi_{1}(x, t)\right\|_{E}^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{3}{4}}\right) e^{-\delta(t-\tau)}, \forall \tau \leqslant \tau_{0} \tag{3.13}
\end{equation*}
$$

Proof. We first estimate $\left\|\nabla z_{1}(t)\right\|^{2}$. Taking the imaginary part of the inner product of (3.4) with $z_{1}(t)$ in $L^{2}(\Omega)$ gives

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|z_{1}(t)\right\|^{2}+2 \alpha\left\|z_{1}(t)\right\|^{2}=0
$$

By Gronwall's inequality,

$$
\begin{equation*}
\left\|z_{1}(t)\right\|^{2} \leqslant\left\|z_{\tau}\right\|^{2} e^{-2 \alpha(t-\tau)}, \forall \tau \leqslant t \tag{3.14}
\end{equation*}
$$

At the same time, multiplying (3.4) by $\left(-\bar{z}_{1 t}-\alpha \bar{z}_{1}\right)$, integrating over $\Omega$ and then taking the real part of the resulting equality yield

$$
\begin{equation*}
\frac{\mathrm{d} H_{1}(t)}{\mathrm{d} t}+\alpha H_{1}(t)=J_{1}(t) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{aligned}
H_{1}(t) & =\left\|\nabla z_{1}(t)\right\|^{2}-\int_{\Omega} u(t)\left|z_{1}(t)\right|^{2} \mathrm{~d} x \\
J_{1}(t) & =-\alpha\left\|\nabla z_{1}(t)\right\|^{2}+\alpha \int_{\Omega} u(t)\left|z_{1}(t)\right|^{2} \mathrm{~d} x-\int_{\Omega} u_{t}(t)\left|z_{1}(t)\right|^{2} \mathrm{~d} x
\end{aligned}
$$

By Hölder's inequality, Gagliardo-Nirenberg's inequality and Lemma 3.1, we have

$$
\begin{align*}
\left.\left|\alpha \int_{\Omega} u(t)\right| z_{1}(t)\right|^{2} \mathrm{~d} x \mid & \lesssim\|u(t)\|_{L^{6}(\Omega)}\left\|z_{1}(t)\right\|_{L^{\frac{12}{5}}(\Omega)}^{2} \lesssim\|\nabla u(t)\|\left\|z_{1}(t)\right\|^{\frac{3}{2}}\left\|\nabla z_{1}(t)\right\|^{\frac{1}{2}} \\
& \lesssim \frac{\alpha}{2}\left\|\nabla z_{1}(t)\right\|^{2}+\|\nabla u(t)\|^{\frac{4}{3}}\left\|z_{1}(t)\right\|^{2} \\
& \lesssim \frac{\alpha}{2}\left\|\nabla z_{1}(t)\right\|^{2}+\left\|z_{1}(t)\right\|^{2}, \quad \forall \tau \leqslant \tau_{0} \tag{3.16}
\end{align*}
$$

where in the last inequality of (3.16) we have used the inequality $\|\nabla u(t)\| \lesssim\|\psi(t)\|_{E}$, and the pullback- $\mathcal{D}_{\delta}$ absorbing property $\|\psi(t)\|_{E} \lesssim 1$ for any $\tau \leqslant \tau_{0}$ since $t \in \mathbb{R}$ is given and $r_{\delta}(t)$ is a positive constant. Similarly,

$$
\begin{align*}
\left.\left|\alpha \int_{\Omega} u_{t}(t)\right| z_{1}(t)\right|^{2} \mathrm{~d} x \mid & \lesssim\left\|u_{t}(t)\right\|\left\|z_{1}(t)\right\|_{L^{4}(\Omega)}^{2} \lesssim\left\|u_{t}(t)\right\|\left\|z_{1}(t)\right\|^{\frac{1}{2}}\left\|\nabla z_{1}(t)\right\|^{\frac{3}{2}} \\
& \lesssim \frac{\alpha}{4}\left\|\nabla z_{1}(t)\right\|^{2}+\left\|z_{1}(t)\right\|^{2}, \forall \tau \leqslant \tau_{0}, \tag{3.17}
\end{align*}
$$

It follows from (2.13) and (3.16)-(3.17) that

$$
\begin{equation*}
J_{1}(t) \lesssim\left\|z_{\tau}\right\|^{2} e^{-2 \alpha(t-\tau)} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2} e^{-2 \alpha(t-\tau)}, \forall \tau \leqslant \tau_{0} \tag{3.18}
\end{equation*}
$$

Note that

$$
\begin{equation*}
H_{1}(\tau)=\left\|\nabla z_{\tau}\right\|^{2}-\int_{\Omega} u_{\tau}\left|z_{\tau}\right|^{2} \mathrm{~d} x \lesssim\left\|\nabla z_{\tau}\right\|^{2}+\left\|\nabla u_{\tau}\right\|^{\frac{4}{3}}\left\|z_{\tau}\right\|^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) . \tag{3.19}
\end{equation*}
$$

Applying Gronwall's inequality to (3.15) and using (3.18)-(3.19) yield

$$
\begin{align*}
H_{1}(t) & \lesssim H_{1}(\tau) e^{-\alpha(t-\tau)}+\int_{\tau}^{t} J_{1}(s) e^{-\alpha(s-\tau)} \mathrm{d} s \\
& \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-\alpha(t-\tau)}+\left\|\psi_{\tau}\right\|_{E}^{2} \int_{\tau}^{t} e^{-2 \alpha(s-\tau)} e^{-\alpha(t-s)} \mathrm{d} s \\
& \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-\alpha(t-\tau)}, \quad \forall \tau \leqslant \tau_{0} . \tag{3.20}
\end{align*}
$$

Similar with (3.16), we have

$$
\left.\left|\int_{\Omega} u(t)\right| z_{1}(t)\right|^{2} \mathrm{~d} x \left\lvert\, \lesssim \frac{1}{2}\left\|\nabla z_{1}(t)\right\|^{2}+\left\|z_{1}(t)\right\|^{2}\right., \quad \forall \tau \leqslant \tau_{0}
$$

From above estimation and the expression of $H_{1}(t)$ we get

$$
\left\|\nabla z_{1}(t)\right\|^{2} \lesssim H_{1}(t)+\left.\left|\int_{\Omega} u(t)\right| z_{1}(t)\right|^{2} \mathrm{~d} x \left\lvert\, \lesssim H_{1}(t)+\frac{1}{2}\left\|\nabla z_{1}(t)\right\|^{2}+\left\|z_{1}(t)\right\|^{2}\right., \quad \forall \tau \leqslant \tau_{0}
$$

which, together with (3.14) and (3.20) gives

$$
\begin{equation*}
\left\|\nabla z_{1}(t)\right\|^{2} \lesssim H_{1}(t)+\left\|z_{1}(t)\right\|^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-\alpha(t-\tau)}, \quad \forall \tau \leqslant \tau_{0} \tag{3.21}
\end{equation*}
$$

Secondly, we estimate $\left\|\nabla u_{1}(t)\right\|^{2}+\left\|v_{1}(t)\right\|^{2}$. Using $v_{1}(t)$ to take inner product with (3.3) in $L^{2}(\Omega)$ yields

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|v_{1}(t)\right\|^{2}+(\nu-\delta)\left\|v_{1}(t)\right\|^{2}-\delta(\nu-\delta)\left(u_{1}(t), v_{1}(t)\right) \\
& \quad+\mu\left(u_{1}(t), v_{1}(t)\right)-\left(\Delta u_{1}(t), v_{1}(t)\right)=\int_{\Omega} v_{1}(t) \operatorname{Re}\left(\bar{z}(t) z_{1}(t)\right) \mathrm{d} x \tag{3.22}
\end{align*}
$$

Direct computations give

$$
\left\{\begin{array}{l}
\delta(\nu-\delta)\left(u_{1}(t), v_{1}(t)\right)=\frac{\delta(\nu-\delta)}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|u_{1}(t)\right\|^{2}+\delta^{2}(\nu-\delta)\left\|u_{1}(t)\right\|^{2}  \tag{3.23}\\
\mu\left(u_{1}(t), v_{1}(t)\right)=\frac{\mu}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|u_{1}(t)\right\|^{2}+\mu \delta\left\|u_{1}(t)\right\|^{2} \\
-\left(\Delta u_{1}(t), v_{1}(t)\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\nabla u_{1}(t)\right\|^{2}+\delta\left\|\nabla u_{1}(t)\right\|^{2}
\end{array}\right.
$$

Put

$$
\begin{aligned}
H_{2}(t) & =\left\|\nabla u_{1}(t)\right\|^{2}+\mu\left\|u_{1}(t)\right\|^{2}+\left\|v_{1}(t)\right\|^{2}-\delta(\nu-\delta)\left\|u_{1}(t)\right\|^{2}, \\
J_{2}(t) & =-2(\nu-2 \delta)\left\|v_{1}(t)\right\|^{2}+2 \beta \int_{\Omega} v_{1}(t) \mathbf{R e}\left(\bar{z}(t) z_{1}(t)\right) \mathrm{d} x .
\end{aligned}
$$

It then follows from (3.22) and (3.23) that

$$
\frac{\mathrm{d} H_{2}(t)}{\mathrm{d} t}+2 \delta H_{2}(t)=J_{2}(t) .
$$

By Gronwall's inequality,

$$
\begin{equation*}
H_{2}(t) \lesssim H_{2}(\tau) e^{-2 \delta(t-\tau)}+\int_{\tau}^{t} e^{-2 \delta(t-s)} J_{2}(s) \mathrm{d} s, \quad \forall \tau \leqslant t \tag{3.24}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
H_{2}(\tau)=\left\|\nabla u_{\tau}\right\|^{2}+\mu\left\|u_{\tau}\right\|^{2}+\left\|v_{\tau}\right\|^{2}-\delta(\nu-\delta)\left\|u_{\tau}\right\|^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2} . \tag{3.25}
\end{equation*}
$$

Also, using Hölder's inequality and Cauchy's inequality,

$$
\begin{align*}
J_{2}(t) & \lesssim-(\nu-2 \delta)\left\|v_{1}(t)\right\|^{2}+\left\|v_{1}(t)\right\|\|z(t)\|_{L^{6}(\Omega)}\left\|z_{1}(t)\right\|_{L^{3}(\Omega)} \\
& \lesssim(\nu-2 \delta)\left\|v_{1}(t)\right\|^{2}+\|z(t)\|_{L^{6}(\Omega)}^{2}\left\|z_{1}(t)\right\|_{L^{3}(\Omega)}^{2}-(\nu-2 \delta)\left\|v_{1}(t)\right\|^{2} \\
& \lesssim\|\nabla z(t)\|^{2}\left\|\nabla z_{1}(t)\right\|^{2} \lesssim\|\psi(t)\|_{E}^{2}\left\|\nabla z_{1}(t)\right\|^{2} \lesssim\left\|\nabla z_{1}(t)\right\|^{2} \\
& \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-\alpha(t-\tau)}, \forall \tau \lesssim \tau_{0} . \tag{3.26}
\end{align*}
$$

Inserting (3.25)-(3.26) into (3.24) yields

$$
\begin{align*}
H_{2}(t) & \lesssim\left\|\psi_{\tau}\right\|^{2} e^{-2 \delta(t-\tau)}+\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) \int_{\tau}^{t} e^{-2 \delta(t-s)} e^{-2 \alpha(s-\tau)} \mathrm{d} s \\
& \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-2 \delta(t-\tau)}, \forall \tau \leqslant \tau_{0} . \tag{3.27}
\end{align*}
$$

Now we choose $\delta>0$ satisfying

$$
\delta(\nu-\delta)<\nu \delta<\mu .
$$

Notice that $\alpha>2 \delta$. Then (3.21) and (3.27) give

$$
\left\|\psi_{1}(t)\right\|_{E}^{2} \lesssim H_{2}(t)+\left\|\nabla z_{1}(t)\right\|^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{4}{3}}\right) e^{-2 \delta(t-\tau)}, \quad \forall \tau \leqslant \tau_{0} .
$$

The proof of Lemma 3.2 is completed.
Form (3.12), Lemma 3.1 and Lemma 3.2, we have
Lemma 3.3. Let assumption (H) hold. Then for any given $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in$ $\mathcal{D}_{\delta}$ and $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in D(\tau)$, problem (3.7)-(3.11) possesses a unique solution $\psi_{2}(x, t)=\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)^{T}$ corresponding to $\psi_{\tau}$. Moreover, for each given $t \in \mathbb{R}$ there exists a time $\tau_{0}=\tau_{0}(t, \widehat{D})$ such that

$$
\begin{equation*}
\left\|\psi_{2}(x, t)\right\|_{E}^{2} \lesssim 1, \quad \forall \tau \leqslant \tau_{0} . \tag{3.28}
\end{equation*}
$$

We next prove that the solution of problem (3.7)-(3.11) is bounded in $E_{1}$.

Lemma 3.4. Let assumption (H) hold. Then for any given $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in$ $\mathcal{D}_{\delta}$ and $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in D(\tau)$, there exists a time $\tau_{2}=\tau_{2}(t, \widehat{D})$ such that the solution $\psi_{2}(x, t)=\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)^{T}$ of problem (3.7)-(3.11) corresponding to $\psi_{\tau}$ satisfies

$$
\begin{align*}
&\left\|\Delta u_{2}(x, t)\right\|^{2}+\left\|\nabla v_{2}(x, t)\right\|^{2}+\left\|\Delta z_{2}(x, t)\right\|^{2} \\
& \lesssim+\|f(t)\|^{2}+\|g(t)\|^{2}+\int_{-\infty}^{t} e^{-\delta(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(s)}{\partial t}\right\|^{2}++\left\|\frac{\partial g(s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \\
&+\int_{-\infty}^{t} e^{-\delta(t-s)}\left(\int_{-\infty}^{s} e^{-\alpha(s-\theta)}\left(\|f(\theta)\|^{2}+\left\|\frac{\partial f(\theta)}{\partial t}\right\|^{2}\right) \mathrm{d} \theta\right) \mathrm{d} s, \quad \forall \tau \leqslant \tau_{2} . \tag{3.29}
\end{align*}
$$

Proof. Let $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}$ and $\psi_{\tau}=\left(u_{\tau}, v_{\tau}, z_{\tau}\right)^{T} \in D(\tau)$ be given.
We first estimate $\left\|\Delta z_{2}(t)\right\|^{2}$. Lemma 3.3 shows that the solution

$$
\psi_{2}(x, t)=\left(u_{2}(x, t), v_{2}(x, t), z_{2}(x, t)\right)^{T}
$$

of problem (3.7)-(3.11) corresponding to $\psi_{\tau}$ satisfies

$$
\begin{equation*}
\left\|\psi_{2}(x, t)\right\|_{E}^{2}=\left\|\nabla u_{2}(x, t)\right\|^{2}+\left\|v_{2}(x, t)\right\|^{2}+\left\|\nabla z_{2}(x, t)\right\|^{2} \lesssim 1, \quad \forall \tau \leqslant \tau_{0} . \tag{3.30}
\end{equation*}
$$

Note that $z_{2}(x, \tau)=0$ for $x \in \Omega$ due to (3.10). Thus $\Delta z_{2}(x, \tau)=0$. We now differentiate equation (3.9) with respect to time $t$ and find that $z_{2 t}$ is a solution of the following problem

$$
\begin{align*}
& i z_{2 t t}+\Delta z_{2 t}+i \alpha z_{2 t}+z_{2 t} u+u_{t} z_{2}=\frac{\partial f(x, t)}{\partial t}, t>\tau,  \tag{3.31}\\
& z_{2 t}(x, \tau)=-i f(x, \tau) . \tag{3.32}
\end{align*}
$$

Multiplying (3.31) by $2 \bar{z}_{2 t}$, integrating over $\Omega$ and then taking the imaginary part of the resulting equality, we obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|z_{2 t}\right\|^{2}+2 \alpha\left\|z_{2 t}\right\|^{2} & =-2 \mathbf{I m} \int_{\Omega} u_{t} z_{2} \bar{z}_{2 t} \mathrm{~d} x+2 \mathbf{I m} \int_{\Omega} \frac{\partial f(x, t)}{\partial t} \bar{z}_{2 t} \mathrm{~d} x \\
& \lesssim\left\|u_{t}\right\|\left\|z_{2}\right\|_{L^{\infty}(\Omega)}\left\|z_{2 t}\right\|+\frac{\alpha}{3}\left\|z_{2 t}\right\|^{2}+\left\|\frac{\partial f(x, t)}{\partial t}\right\|^{2} . \tag{3.33}
\end{align*}
$$

From (3.9) we see

$$
\begin{equation*}
\left\|\Delta z_{2}\right\| \lesssim\left\|z_{2 t}\right\|+\left\|z_{2}\right\|+\|u\|_{L^{4}(\Omega)}\left\|z_{2}\right\|_{L^{4}(\Omega)}+\|f(t)\| . \tag{3.34}
\end{equation*}
$$

Using Gagliardo-Nirenberg's inequality, (3.30) and (3.34), we have

$$
\begin{align*}
\left\|z_{2}\right\|_{L^{\infty}(\Omega)} & \lesssim\left\|z_{2}\right\|^{\frac{1}{4}}\left\|\Delta z_{2}\right\|^{\frac{3}{4}} \lesssim\left(\left\|z_{2 t}\right\|+1+\|f(t)\|\right)^{\frac{3}{4}} \\
& \lesssim\left\|z_{2 t}\right\|^{\frac{3}{4}}+(1+\|f(t)\|)^{\frac{3}{4}}, \quad \forall \tau \leqslant \tau_{0} . \tag{3.35}
\end{align*}
$$

It then follows from (3.33) and (3.35) that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|z_{2 t}\right\|^{2}+2 \alpha\left\|z_{2 t}\right\|^{2} & \lesssim\left\|z_{2 t}\right\|^{\frac{7}{4}}+(1+\|f(t)\|)^{\frac{3}{4}}\left\|z_{2 t}\right\|+\frac{\alpha}{3}\left\|z_{2 t}\right\|^{2}+\left\|\frac{\partial f(x, t)}{\partial t}\right\|^{2} \\
& \lesssim \alpha\left\|z_{2 t}\right\|^{2}+(1+\|f(t)\|)^{\frac{3}{2}}+\left\|\frac{\partial f(x, t)}{\partial t}\right\|^{2} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|z_{2 t}(t)\right\|^{2}+\alpha\left\|z_{2 t}\right\|^{2} \lesssim 1+\|f(t)\|^{2}+\left\|\frac{\partial f(x, t)}{\partial t}\right\|^{2}, \quad \forall \tau \leqslant \tau_{0} . \tag{3.36}
\end{equation*}
$$

Using again Gronwall's inequality to (3.36) and then using (3.32) yield

$$
\begin{aligned}
\left\|z_{2 t}(t)\right\|^{2} & \lesssim\left\|z_{2 t}(\tau)\right\|^{2} e^{-\alpha(t-\tau)}+\int_{\tau}^{t} e^{-\alpha(t-s)}\left(1+\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \\
& \lesssim 1+\|f(\tau)\|^{2} e^{-\alpha(t-\tau)}+\int_{\tau}^{t} e^{-\alpha(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s, \quad \forall \tau \leqslant \tau_{0}
\end{aligned}
$$

Combining above estimate and (3.34) we see that there is a $\tau_{1}=\tau_{1}(t, \widehat{D})$ such that

$$
\begin{equation*}
\left\|\Delta z_{2}(t)\right\|^{2} \lesssim 1+\|f(t)\|^{2}+\int_{\tau}^{t} e^{-\alpha(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s, \quad \forall \tau \leqslant \tau_{1} \tag{3.37}
\end{equation*}
$$

since, by (2.33), $\lim _{\tau \rightarrow-\infty}\|f(\tau)\|^{2} e^{\delta \tau}=0$.
Secondly, we estimate $\left\|\Delta u_{2}(t)\right\|^{2}+\left\|\nabla v_{2}(t)\right\|^{2}$. Multiplying (3.8) with $-\Delta v_{2}$ and then integrating the resulting equality over $\Omega$ yield

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\nabla v_{2}\right\|^{2}+(\nu-\delta)\left\|\nabla v_{2}\right\|^{2}+\delta(\nu-\delta)\left(u_{2}, \Delta v_{2}\right)-\mu\left(u_{2}, \Delta v_{2}\right) \\
& \quad+\left(\Delta u_{2}, \Delta v_{2}\right)=\int_{\Omega}-\Delta v_{2} \operatorname{Re}\left(\bar{z} z_{2}\right) \mathrm{d} x-\left(g, \Delta v_{2}\right) . \tag{3.38}
\end{align*}
$$

Direct computations give

$$
\left\{\begin{array}{l}
\left(u_{2}, \Delta v_{2}\right)=-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} f}\left\|\nabla u_{2}\right\|^{2}-\delta\left\|\nabla u_{2}\right\|^{2},  \tag{3.39}\\
\left(\Delta u_{2}, \Delta v_{2}\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\Delta u_{2}\right\|^{2}+\delta\left\|\Delta u_{2}\right\|^{2}, \\
\left(g,-\Delta v_{2}\right)=-\delta \int_{\Omega} \Delta u_{2} g \mathrm{~d} x-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \Delta u_{2} g \mathrm{~d} x+\int_{\Omega} \frac{\partial g(x, t)}{\partial t} \Delta u_{2} \mathrm{~d} x .
\end{array}\right.
$$

Inserting (3.39) into (3.38) yields

$$
\begin{align*}
& \left.\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\nabla v_{2}\right\|^{2}+\left\|\Delta u_{2}\right\|^{2}+(\mu-\delta(\nu-\delta))\right)\left\|\nabla u_{2}\right\|^{2}+2 \int_{\Omega} \Delta u_{2} g \mathrm{~d} x\right) \\
& \quad+(\nu-\delta)\left\|\nabla v_{2}\right\|^{2}+\delta\left\|\Delta u_{2}\right\|^{2}+\delta(\mu-\delta(\nu-\delta))\left\|\nabla u_{2}\right\|^{2}+\delta \int_{\Omega} \Delta u_{2} g \mathrm{~d} x \\
& =\int_{\Omega} \nabla v_{2} \nabla\left(\boldsymbol{\operatorname { R e }}\left(\bar{z} z_{2}\right)\right) \mathrm{d} x+\int_{\Omega} \frac{\partial g(x, t)}{\partial t} \Delta u_{2} \mathrm{~d} x . \tag{3.40}
\end{align*}
$$

Set

$$
\begin{aligned}
H_{3}(t)= & \left\|\nabla v_{2}\right\|^{2}+(\mu-\delta(\nu-\delta))\left\|\nabla u_{2}\right\|^{2}+\left\|\Delta u_{2}\right\|^{2}+\int_{\Omega} \Delta u_{2} g \mathrm{~d} x, \\
J_{3}(t)= & 2 \int_{\Omega} \nabla v_{2} \nabla\left(\boldsymbol{\operatorname { R e }}\left(\bar{z} z_{2}\right)\right) \mathrm{d} x+2 \int_{\Omega} \frac{\partial g(x, t)}{\partial t} \Delta u_{2} \mathrm{~d} x \\
& -(2 \nu-3 \delta)\left\|\nabla v_{2}\right\|^{2}-\delta\left\|\Delta u_{2}\right\|^{2}-\delta(\mu-\delta(\nu-\delta))\left\|\nabla u_{2}\right\|^{2} .
\end{aligned}
$$

Then from (3.40) it follows that

$$
\begin{equation*}
\frac{\mathrm{d} H_{3}(t)}{\mathrm{d} t}+\delta H_{3}(t)=J_{3}(t) \tag{3.41}
\end{equation*}
$$

By Hölder's inequality, Sobolev's embedding theorem and (3.28),

$$
\begin{aligned}
\left|2 \int_{\Omega} \nabla v_{2} \nabla\left(\mathbf{R e}\left(\bar{z} z_{2}\right)\right) \mathrm{d} x\right| & \lesssim\left\|\nabla v_{2}\right\|\left(\|\nabla z\|\left\|z_{2}\right\|_{L^{\infty}(\Omega)}+\|z\|_{L^{6}(\Omega)}\left\|\nabla z_{2}\right\|_{L^{3}(\Omega)}\right) \\
& \lesssim\left\|\nabla v_{2}\right\|\left\|\Delta z_{2}\right\| \lesssim(2 \nu-3 \delta)\left\|\nabla v_{2}\right\|^{2}+\left\|\Delta z_{2}\right\|^{2}, \quad \forall \tau \leqslant \tau_{0} .
\end{aligned}
$$

Thus by (3.30), (3.37) and Cauchy's inequality,

$$
\begin{align*}
J_{3}(t) \lesssim & (2 \nu-3 \delta)\left\|\nabla v_{2}\right\|^{2}+\left\|\Delta z_{2}\right\|^{2}+2 \int_{\Omega} \frac{\partial g(x, t)}{\partial t} \Delta u_{2} \mathrm{~d} x \\
& \quad-(2 \nu-3 \delta)\left\|\nabla v_{2}\right\|^{2}-\delta\left\|\Delta u_{2}\right\|^{2}-(\mu-\delta(\nu-\delta))\left\|\nabla u_{2}\right\|^{2} \\
\lesssim & 1+\left\|\frac{\partial g(x, t)}{\partial t}\right\|^{2}+\left\|\Delta z_{2}\right\|^{2} \\
\lesssim 1 & +\|f(t)\|^{2}+\left\|\frac{\partial g(x, t)}{\partial t}\right\|^{2} \\
& \quad+\int_{\tau}^{t} e^{-\alpha(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial f(x, s)}{\partial t}\right\|^{2}\right) \mathrm{d} s, \quad \forall \tau \leqslant \tau_{2}, \tag{3.42}
\end{align*}
$$

where $\tau_{2}=\min \left\{\tau_{0}(t, \widehat{D}), \tau_{1}(t, \widehat{D})\right\}$. Note that for $x \in \Omega$ we have $\left(u_{2}(x, \tau), v_{2}(x, \tau)\right) \equiv$ $(0,0)$ due to (3.10). Thus $\Delta u_{2}(x, \tau)=0$ and $\left\|\nabla u_{2}(x, \tau)\right\|=\left\|\Delta u_{2}(x, \tau)\right\|=\left\|\nabla v_{2}(x, \tau)\right\|=$ 0 . These gives the fact that

$$
\begin{aligned}
H_{3}(\tau) & =\left\|\nabla v_{2}(x, \tau)\right\|^{2}+(\mu-\delta(\nu-\delta))\left\|\nabla u_{2}(x, \tau)\right\|^{2}+\left\|\Delta u_{2}(x, \tau)\right\|^{2}+\int_{\Omega} \Delta u_{2}(x, \tau) g(x, \tau) \mathrm{d} x \\
& =0
\end{aligned}
$$

Applying Gronwall's inequality to (3.41), then using (3.42) and the fact that $H_{3}(\tau)=0$,
we obtain

$$
\begin{align*}
H_{3}(t) \lesssim & H_{3}(\tau) e^{-\delta(t-\tau)}+\int_{\tau}^{t} e^{-\delta(t-s)} J_{3}(s) \mathrm{d} s \\
\lesssim & 1+\int_{\tau}^{t} e^{-\delta(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial g(s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \\
& +\int_{\tau}^{t} e^{-\delta(t-s)}\left(\int_{\tau}^{s} e^{-\alpha(s-\theta)}\left(\|f(\theta)\|^{2}+\left\|\frac{\partial f(\theta)}{\partial t}\right\|^{2}\right) \mathrm{d} \theta\right) \mathrm{d} s \\
\lesssim & 1+\int_{-\infty}^{t} e^{-\delta(t-s)}\left(\|f(s)\|^{2}+\left\|\frac{\partial g(s)}{\partial t}\right\|^{2}\right) \mathrm{d} s \\
& +\int_{-\infty}^{t} e^{-\delta(t-s)}\left(\int_{-\infty}^{s} e^{-\alpha(s-\theta)}\left(\|f(\theta)\|^{2}+\left\|\frac{\partial f(\theta)}{\partial t}\right\|^{2}\right) \mathrm{d} \theta\right) \mathrm{d} s, \quad \forall \tau \leqslant \tau_{2} \tag{3.43}
\end{align*}
$$

From assumption (H) we see that the right-hand side of inequality (3.43) is a bounded quantity which is independent of $\tau$. Hence
$\left\|\Delta u_{2}\right\|^{2}+\left\|\nabla v_{2}\right\|^{2} \lesssim H_{3}(t)+\left\|\nabla u_{2}(t)\right\|^{2}+\left|\int_{\Omega} \Delta u_{2} g \mathrm{~d} x\right| \lesssim H_{3}(t)+1+\frac{1}{2}\left\|\Delta u_{2}\right\|^{2}+\|g\|^{2}$, that is

$$
\begin{equation*}
\left\|\Delta u_{2}\right\|^{2}+\left\|\nabla v_{2}\right\|^{2} \lesssim H_{3}(t)+1+\|g(t)\|^{2}, \quad \forall \tau \leqslant \tau_{2} \tag{3.44}
\end{equation*}
$$

We obtain (3.29) from (3.37) and (3.43)-(3.44). The proof of Lemma 3.4 is completed.

From Lemma 3.2 and Lemma 3.4 we see that the solutions operators of problem (3.2)-(3.6) and problem (3.7)-(3.11) generate in the space $E$ continuous processes, $\{S(t, \tau)\}_{t \geqslant \tau}$ and $\{T(t, \tau)\}_{t \geqslant \tau}$, respectively, that is the process $\{U(t, \tau)\}_{t \geqslant \tau}$ can be decomposed as

$$
U(t, \tau)=S(t, \tau)+T(t, \tau)
$$

Moreover, Lemma 3.2 shows that $\{S(t, \tau)\}_{t \geqslant \tau}$ pullback decays exponentially in the manner

$$
\left\|S(t, \tau) \psi_{\tau}\right\|_{E}^{2} \lesssim\left\|\psi_{\tau}\right\|_{E}^{2}\left(1+\left\|\psi_{\tau}\right\|_{E}^{\frac{3}{4}}\right) e^{-\delta(t-\tau)}, \quad \forall \tau \leqslant \tau_{0} .
$$

Lemma 3.4 indicates that $\{T(t, \tau)\}_{t \geqslant \tau}$ is pullback strongly bounded in $E_{1}$. Notice that the embedding $E_{1} \hookrightarrow E$ is compact. Thus $\{T(t, \tau)\}_{t \geqslant \tau}$ is pullback- $\mathcal{D}_{\delta}$ compact in $E$ in the sense that for each given $t \in \mathbb{R}$, each $\widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}$ and any sequence $\left\{\tau_{n}\right\}_{n \geqslant 1}$ in $(-\infty, t]$ such that $\tau_{n} \rightarrow-\infty$ as $n \rightarrow \infty$, the sequence $\left\{T\left(t, \tau_{n}\right) \psi\left(\tau_{n}\right)\right\}$ with any $\psi\left(\tau_{n}\right) \in D\left(\tau_{n}\right)$ possesses a convergent subsequence in $E$. Combining these analyses and [8, Theorem 3.2], we obtain the following result.

Lemma 3.5. Let assumption (H) hold. Then the process $\{U(t, \tau)\}_{t \geqslant \tau}$ is pullback-( $\mathcal{D}_{\delta}$ asymptotically compact in $E$.

At this stage, we use the results of Lemma 2.2, Lemma 3.1, Lemma 3.5 and [8, Theorem 3.1] to obtain the main results of this section.

Theorem 3.1. Let assumption $\mathbf{( H )}$ hold. Then the process $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses a pullback-D $\mathcal{D}_{\delta}$ attractor $\widehat{\mathcal{A}}_{\mathcal{D}_{\delta}}=\left\{\mathcal{A}_{\mathcal{D}_{\delta}}(t) \mid t \in \mathbb{R}\right\}$ in E satisfying
(a) Compactness: for every $t \in \mathbb{R}, \mathcal{A}_{\mathcal{D}_{\delta}}(t)$ is a nonempty compact subset of $E$;
(b) Invariance: $U(t, \tau) \mathcal{A}_{\mathcal{D}_{\delta}}(\tau)=\mathcal{A}_{\mathcal{D}_{\delta}}(t), \quad \forall \tau \leqslant t$;
(c) Pullback attraction: $\mathcal{A}_{\mathcal{D}_{\delta}}(t)$ is pullback-D $\mathcal{D}_{\delta}$ attracting in the following sense,

$$
\lim _{\tau \rightarrow-\infty} \operatorname{Dist}_{E}\left(U(t, \tau) D(\tau), \mathcal{A}_{\mathcal{D}_{\delta}}(t)\right)=0, \quad \forall \widehat{D}=\{D(s) \mid s \in \mathbb{R}\} \in \mathcal{D}_{\delta}, t \in \mathbb{R}
$$

## 4 Invariant measure, Liouville type theorem and statistical solution

The goal of this section is to construct the statistical solution for the KGS equations. To this end, we will first prove the existence of the family of invariant Borel probability measures for the process $\{U(t, \tau)\}_{t \geqslant \tau}$. Then we establish that this family of probability measures satisfies a Liouville type theorem and is indeed a statistical solution for the KGS equations.

We first prove that the solutions of problem (2.11)-(2.12) depend continuously on the initial data. For any $u, v \in H_{0}^{1}(\Omega)$, define

$$
(u, v)_{\mu}=\mu(u, v)+(\nabla u, \nabla v),
$$

where $\mu$ is the positive constant from equation (1.1) and $(\cdot, \cdot)$ is the inner product of $L^{2}(\Omega)$. Obviously, we have

$$
\|\nabla u\|^{2} \leqslant\|u\|_{\mu}^{2} \lesssim(1+\mu)\|\nabla u\|^{2}, \quad \forall u \in H_{0}^{1}(\Omega)
$$

which means that $(\cdot, \cdot)_{\mu}$ is an inner product in $H_{0}^{1}(\Omega)$ and $H_{\mu}=\left(H_{0}^{1}(\Omega),(\cdot, \cdot)_{\mu}\right)$ is a Hilbert space equivalent to $H_{0}^{1}(\Omega)$ with the usual inner product. Set

$$
E_{\mu}=H_{\mu} \times L^{2}(\Omega) \times H_{0}^{1}(\Omega)
$$

and equip it with the inner product and norm as
$(\phi, \varphi)_{E_{\mu}}=\left(\phi_{1}, \varphi_{1}\right)_{\mu}+\left(\phi_{2}, \varphi_{2}\right)+\left(\nabla \phi_{3}, \nabla \varphi_{3}\right), \quad \phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{T}, \varphi=\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)^{T} \in E_{\mu}$, $\|\phi\|_{E_{\mu}}^{2}=(\phi, \phi)_{E_{\mu}}, \quad \phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{T} \in E_{\mu}$.

Obviously, $\left(E_{\mu},(\cdot, \cdot)_{E_{\mu}}\right)$ is a Hilbert space equivalent to $E$ with the usual inner product.

Lemma 4.1. For any $\psi=(u, v, z)^{T} \in E_{\mu}$, there holds

$$
\begin{equation*}
\boldsymbol{\operatorname { R e }}(\Theta \psi, \psi)_{E_{\mu}} \geqslant \vartheta\left(\|u\|_{\mu}^{2}+\|v\|^{2}\right)+\frac{\nu}{2}\|v\|^{2}+\alpha\|\nabla z\|^{2} \tag{4.1}
\end{equation*}
$$

where $\Theta$ is the operator defined by (2.9) and

$$
\begin{equation*}
0<\vartheta=\frac{\mu \nu}{\sqrt{\nu^{2}+4 \mu}\left(\sqrt{\nu^{2}+4 \mu}+\nu\right)} \in\left(0, \frac{\nu}{4}\right) . \tag{4.2}
\end{equation*}
$$

Proof. Direct computations imply

$$
\boldsymbol{\operatorname { R e }}(\Theta \psi, \psi)_{E_{\mu}}=\mu \delta\|u\|^{2}+\delta\|\nabla u\|^{2}+\delta(\delta-\nu)(u, v)+\alpha\|\nabla z\|^{2}+(\nu-\delta)\|v\|^{2} .
$$

We now choose $\vartheta$ as in (4.2) and

$$
\begin{equation*}
0<\delta=\frac{\mu \nu}{\nu^{2}+4 \mu}<\frac{\nu}{4} \tag{4.3}
\end{equation*}
$$

Then $\delta>\vartheta$ and

$$
\begin{aligned}
& \boldsymbol{\operatorname { R e }}(\Theta \psi, \psi)_{E_{\mu}}-\vartheta\left(\|u\|_{\mu}^{2}+\|v\|^{2}\right)-\frac{\nu}{2}\|v\|^{2}-\alpha\|\nabla z\|^{2} \\
= & (\delta-\vartheta)\|u\|_{\mu}^{2}+\left(\frac{\nu}{2}-\delta-\vartheta\right)\|v\|^{2}+\delta(\delta-\nu)(u, v) \\
\geqslant & (\delta-\vartheta)\|u\|_{\mu}^{2}+\left(\frac{\nu}{2}-\delta-\vartheta\right)\|v\|^{2}-\frac{\delta \nu}{\sqrt{\mu}}\|u\|_{\mu}\|v\| \geqslant 0
\end{aligned}
$$

since

$$
4(\delta-\vartheta)\left(\frac{\nu}{2}-\delta-\vartheta\right)=\frac{\delta^{2} \nu^{2}}{\mu}
$$

This ends the proof.
With the above coercivity of the operator $\Theta$ in $E_{\mu}$, we can prove directly the continuous dependence of the solutions of problem (2.11)-(2.12) on the initial data.

Lemma 4.2. Let $\psi^{(1)}(t)=\psi^{(1)}(x, t)$ and $\psi^{(2)}(t)=\psi^{(2)}(x, t)$ be two solutions of problem (2.11)-(2.12) corresponding to the initial data $\psi_{\tau}^{(1)}$ and $\psi_{\tau}^{(2)}$, respectively. Then

$$
\begin{equation*}
\left\|\psi^{(1)}(t)-\psi^{(2)}(t)\right\|_{E_{\mu}}^{2} \lesssim\left\|\psi_{\tau}^{(1)}-\psi_{\tau}^{(2)}\right\|_{E_{\mu}}^{2} \exp \left\{\int_{\tau}^{t}\left(\left\|\psi^{(1)}(s)\right\|_{E}+\left\|\psi^{(2)}(s)\right\|_{E}\right) \mathrm{d} s\right\} \tag{4.4}
\end{equation*}
$$

Proof. Let

$$
\psi^{(k)}(t)=\psi^{(k)}\left(x, t ; \tau, \psi_{\tau}^{(k)}\right)=\left(u^{(k)}(x, t), v^{(k)}(x, t), z^{(k)}(x, t)\right)^{T}, \quad k=1,2
$$

be two solutions of problem (2.11)-(2.12) corresponding to the initial data $\psi_{\tau}^{(1)}$ and $\psi_{\tau}^{(2)}$, respectively. Put

$$
\left\{\begin{array}{l}
\widetilde{u}(t)=\widetilde{u}(x, t)=u^{(1)}(x, t)-u^{(2)}(x, t), \\
\widetilde{v}(t)=\widetilde{v}(x, t)=v^{(1)}(x, t)-v^{(2)}(x, t), \\
\widetilde{z}(t)=\widetilde{z}(x, t)=z^{(1)}(x, t)-z^{(2)}(x, t), \\
\widetilde{\psi}(t)=\psi^{(1)}(t)-\psi^{(2)}(t)
\end{array}\right.
$$

Then $\widetilde{\psi}(t)$ satisfies

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\psi}(t)+\Theta \widetilde{\psi}(t)=F\left(\psi^{(1)}(t), t\right)-F\left(\psi^{(2)}(t), t\right), \quad t>\tau  \tag{4.5}\\
& \widetilde{\psi}(\tau)=\widetilde{\psi}_{\tau}=\psi_{\tau}^{(1)}-\psi_{\tau}^{(2)} \tag{4.6}
\end{align*}
$$

By Lemma 4.1,

$$
\begin{equation*}
\boldsymbol{\operatorname { R e }}(\Theta \widetilde{\psi}, \widetilde{\psi})_{E_{\mu}} \geqslant \vartheta\left(\|\widetilde{u}\|_{\mu}^{2}+\|\widetilde{v}\|^{2}\right)+\frac{\nu}{2}\|\widetilde{v}\|^{2}+\alpha\|\nabla \widetilde{z}\|^{2}, \quad \forall t \geqslant \tau . \tag{4.7}
\end{equation*}
$$

At the same time, direct computations imply

$$
\begin{align*}
& \left\|F\left(\psi^{(1)}(t), t\right)-F\left(\psi^{(2)}(t), t\right)\right\|_{E_{\mu}}^{2} \\
= & \beta^{2}\left\|\left|z^{(1)}\right|^{2}-\left|z^{(2)}\right|^{2}\right\|^{2}+\| \| \nabla\left(z^{(1)} u^{(1)}-z^{(2)} u^{(2)}\right) \|^{2} \\
\lesssim & \left\|z^{(1)}-z^{(2)}\right\|^{2}\left\|\left|z^{(1)}\right|+\left|z^{(2)}\right|\right\|^{2}+\left\|\nabla z^{(1)}\right\|^{2}\left\|u^{(1)}-u^{(2)}\right\|^{2}+\left\|\nabla u^{(2)}\right\|^{2}\left\|z^{(1)}-z^{(2)}\right\|^{2} \\
& +\left\|z^{(1)}\right\|^{2}\left\|\nabla u^{(1)}-\nabla u^{(2)}\right\|^{2}+\left\|u^{(2)}\right\|^{2}\left\|\nabla z^{(1)}-\nabla z^{(2)}\right\|^{2} \\
\lesssim & \left\|\psi^{(1)}-\psi^{(2)}\right\|_{E_{\mu}}^{2}\left(\left\|\psi^{(1)}(t)\right\|_{E}^{2}+\left\|\psi^{(2)}(t)\right\|_{E}^{2}\right), \quad \forall t \geqslant \tau . \tag{4.8}
\end{align*}
$$

Taking the real part of the inner product $(\cdot, \cdot)_{E_{\mu}}$ of equation (4.5) with $\widetilde{\psi}(t)$ first and then using (4.7)-(4.8), we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s}\|\widetilde{\psi}(s)\|_{E_{\mu}}^{2}+\sigma\|\widetilde{\psi}(s)\|_{E_{\mu}}^{2} \lesssim\|\widetilde{\psi}(s)\|_{E_{\mu}}^{2}\left(\left\|\psi^{(1)}(s)\right\|_{E}+\left\|\psi^{(2)}(s)\right\|_{E}\right), \quad \forall s>\tau \tag{4.9}
\end{equation*}
$$

where $\sigma=\min \{2 \vartheta, 2 \alpha\}>0$. Integrating (4.9) over $[\tau, t]$ yields

$$
\begin{equation*}
\|\widetilde{\psi}(t)\|_{E_{\mu}}^{2} \lesssim\|\widetilde{\psi}(\tau)\|_{E_{\mu}}^{2}+\int_{\tau}^{t}\|\widetilde{\psi}(s)\|_{E_{\mu}}^{2}\left(\left\|\psi^{(1)}(s)\right\|_{E}+\left\|\psi^{(2)}(s)\right\|_{E}\right) \mathrm{d} s, \quad \forall t>\tau \tag{4.10}
\end{equation*}
$$

Applying Gronwall's inequality to (4.10) gives (4.4). The proof of Lemma 4.2 is completed.

Lemma 4.3. Let assumption (H) hold. Then for every $\psi_{*} \in E$ and every $t \in \mathbb{R}$, the $E$-valued function $\tau \longmapsto U(t, \tau) \psi_{*}$ is continuous and bounded on $(-\infty, t]$.

Proof. Let $\psi_{*}=\left(u_{*}, v_{*}, z_{*}\right)^{T} \in E$ and $t \in \mathbb{R}$ be given. For any $s_{*} \in(-\infty, t]$ we next prove that $U(t, \tau) \psi_{*}$ is continuous at $\tau=s_{*}$. To this end, we shall establish that for any $\epsilon>0$ there exists some $\eta=\eta(\epsilon)>0$, such that if $r<t$ with $\left|r-s_{*}\right|<\eta$ then

$$
\begin{equation*}
\left\|U(t, r) \psi_{*}-U\left(t, s_{*}\right) \psi_{*}\right\|_{E}<\epsilon \tag{4.11}
\end{equation*}
$$

We assume $r<s_{*}$ without loss of generality. Notice that the norm $\|\cdot\|_{E_{\mu}}$ is equivalent to $\|\cdot\|_{E}$. Employing (4.4) and the continuity property of the process, we have

$$
\begin{align*}
& \left\|U(t, r) \psi_{*}-U\left(t, s_{*}\right) \psi_{*}\right\|_{E}^{2} \\
= & \left\|U\left(t, s_{*}\right) U\left(s_{*}, r\right) \psi_{*}-U\left(t, s_{*}\right) U(r, r) \psi_{*}\right\|_{E}^{2} \\
\lesssim & \left\|U\left(s_{*}, r\right) \psi_{*}-U(r, r) \psi_{*}\right\|_{E}^{2} \exp \left\{\int_{s_{*}}^{t}\left(\left\|U(\theta, r) \psi_{*}\right\|_{E}+\left\|U\left(\theta, s_{*}\right) \psi_{*}\right\|_{E}\right) \mathrm{d} \theta\right\} . \tag{4.12}
\end{align*}
$$

Remember that (2.36) shows that $U(\cdot, r) \psi_{*}$ and $U\left(\cdot, s_{*}\right) \psi_{*}$ belong to $\mathcal{C}\left(\left[s_{*}, t\right], E\right)$. Hence

$$
\begin{equation*}
\int_{s_{*}}^{t}\left(\left\|U(\theta, r) \psi_{*}\right\|_{E}+\left\|U\left(\theta, s_{*}\right) \psi_{*}\right\|_{E}\right) \mathrm{d} \theta<+\infty \tag{4.13}
\end{equation*}
$$

So from (2.36) and (4.13) we conclude that the right hand side of (4.12) is as small as needed if $\left|r-s_{*}\right|$ is small enough, that is (4.11) holds true. Therefore, the $E$-valued function $\tau \longmapsto U(t, \tau) \psi_{*}$ is continuous on $(-\infty, t]$.

We next prove that the $E_{\mu}$-valued function $\tau \longmapsto U(t, \tau) \psi_{*}$ is bounded on $(-\infty, t]$. In fact, for above $\psi_{*} \in E$ and $t \in \mathbb{R}$, we see from Lemma 2.1 that

$$
\begin{align*}
& \lim _{\tau \rightarrow-\infty}\left\|U(t, \tau) \psi_{*}\right\|_{E}^{2} \\
\lesssim & e^{-\delta t} \int_{-\infty}^{t} e^{\delta s}\|G(s)\|^{2} \mathrm{~d} s+e^{-\delta t} \int_{-\infty}^{t} e^{\delta s}\left(e^{-\alpha s} \int_{-\infty}^{s} e^{\alpha \theta}\|f(\theta)\|^{2} \mathrm{~d} \theta\right)^{3} \mathrm{~d} s \\
& +\left(e^{-\alpha t} \int_{-\infty}^{t} e^{\alpha s}\|f(s)\|^{2} \mathrm{~d} s\right)^{3}+\|f(t)\|^{2}, \quad t \in \mathbb{R} \tag{4.14}
\end{align*}
$$

The right-hand side of (4.14) is a bounded quantity which is independent of $\tau$. From this fact and the continuity of $\tau \longmapsto U(t, \tau) \psi_{*}$ on $(-\infty, t]$ we obtain the desired result. The proof of Lemma 4.3 is completed.

We next recall the definition of generalized Banach limit and a useful property.
Definition 4.1. ( $[11,26])$ A generalized Banach limit is any linear functional, which we denote by $\mathrm{LIM}_{t \rightarrow+\infty}$, defined on the space of all bounded real-valued functions on $[0,+\infty)$ that satisfies
(1) $\operatorname{LIM}_{t \rightarrow+\infty} h(t) \geqslant 0$ for nonnegative functions $h(\cdot)$ on $[0,+\infty)$;
(2) $\operatorname{LIM}_{t \rightarrow+\infty} h(t)=\lim _{t \rightarrow+\infty} h(t)$ if the usual limit $\lim _{t \rightarrow+\infty} h(t)$ exists.

Let $B_{+}$be the collection of all bounded real-valued functions on $[0,+\infty)$. For any generalized Banach limit $\mathrm{LIM}_{t \rightarrow+\infty}$, the following useful property

$$
\begin{equation*}
\left|\mathrm{LIM}_{t \rightarrow+\infty} h(t)\right| \leqslant \limsup _{t \rightarrow+\infty}|h(t)|, \quad \forall h(\cdot) \in B_{+} \tag{4.15}
\end{equation*}
$$

is presented in $[11,(1.38)]$ and in $[9,(2.3)]$.
Remark 4.1. Notice that we consider the "pullback" asymptotic behavior and we require generalized limits as $\tau \rightarrow-\infty$. For a given real-valued function $\varphi$ defined on $(-\infty, 0]$ and a given Banach limit $\operatorname{LIM}_{T \rightarrow+\infty}$, we define

$$
\begin{equation*}
\operatorname{LIM}_{t \rightarrow-\infty} \varphi(t)=\operatorname{LIM}_{t \rightarrow+\infty} \varphi(-t) \tag{4.16}
\end{equation*}
$$

Combining Lemma 2.2, Theorem 3.1, Lemma 4.3 and [26, Theorem 3.1], we obtain the following result.

Theorem 4.1. Let assumption (H) hold. Let $\{U(t, \tau)\}_{t \geqslant \tau}$ be the process associated to problem (2.11)-(2.12) and $\widehat{\mathcal{A}}_{\mathcal{D}_{\delta}}=\left\{\mathcal{A}_{\mathcal{D}_{\delta}}(t) \mid t \in \mathbb{R}\right\}$ the pullback-D.D. ${ }_{\delta}$ attractor obtained in Theorem 3.1. Then for a given generalized Banach limit $\mathrm{LIM}_{t \rightarrow+\infty}$ and a continuous map $\xi: \mathbb{R} \longmapsto E$ with $\xi(\cdot) \in \mathcal{D}_{\delta}$, there exists a unique family of Borel probability measures $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ in $E$ such that the support of the measure $m_{t}$ is contained in $\mathcal{A}_{\mathcal{D}_{\delta}}(t)$ and

$$
\begin{align*}
& \operatorname{LIM}_{\tau \rightarrow-\infty} \frac{1}{t-\tau} \int_{\tau}^{t} \Psi(U(t, s) \xi(s)) \mathrm{d} s \\
= & \int_{\mathcal{A}_{\mathcal{D}_{\delta}}(t)} \Psi(\psi) \mathrm{d} m_{t}(\psi)=\int_{E} \Psi(\psi) \mathrm{d} m_{t}(\psi)  \tag{4.17}\\
= & \operatorname{LIM}_{\tau \rightarrow-\infty} \frac{1}{t-\tau} \int_{\tau}^{t} \int_{E} \Psi(U(t, s) \xi(s)) \mathrm{d} m_{s}(\psi) \mathrm{d} s, \tag{4.18}
\end{align*}
$$

for any real-valued continuous functional $\Psi$ on $E$. Moreover, $m_{t}$ is invariant in the sense that

$$
\begin{equation*}
\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(t)} \Psi(\psi) \mathrm{d} m_{t}(\psi)=\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)} \Psi(U(t, \tau) \psi) \mathrm{d} m_{\tau}(\psi), \quad t \geqslant \tau . \tag{4.19}
\end{equation*}
$$

We next introduce the class $\mathcal{T}$ of test function associated to the definition of statistical solutions for equation (2.11). We write (2.11) as

$$
\begin{equation*}
\frac{\mathrm{d} \psi}{\mathrm{~d} t}=\mathcal{F}(\psi, t), \tag{4.20}
\end{equation*}
$$

where $\mathcal{F}(\psi, t)=-\Theta \psi+F(\psi, t)$. Then $\mathcal{F}(\psi, t): E \times \mathbb{R} \longmapsto E^{*}$, here $E^{*}$ is the dual space of $E$. We expect that the function $\Phi \in \mathcal{T}$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Phi(\psi(t))=\left\langle\Phi^{\prime}(\psi(t)), \mathcal{F}(\psi(t), t)\right\rangle \tag{4.21}
\end{equation*}
$$

for every global solution $\psi(t)$ of equation (2.11), where $\langle\cdot, \cdot\rangle$ is the dual pairing between $E$ and $E^{*}$.

Definition 4.2. (cf. [11, page 178, Definition 1.2]) We define the class $\mathcal{T}$ of test functions to be the set of real-valued functionals $\Phi=\Phi(\psi)$ on $E$ that are bounded on bounded subset of $E$ and satisfy
(a) for any $\psi \in E$, the Frechét derivative $\Phi^{\prime}(\psi)$ exists: for each $\psi \in E$ there exists an element $\Phi^{\prime}(\psi)$ such that

$$
\frac{\left|\Phi(\psi+\varphi)-\Phi(\psi)-\left\langle\Phi^{\prime}(\psi), \varphi\right\rangle\right|}{\|\varphi\|_{E}} \longrightarrow 0 \text { as }\|\varphi\|_{E} \rightarrow 0, \varphi \in E ;
$$

(b) $\Phi^{\prime}(\psi) \in E$ for all $\psi \in E$, and the mapping $\psi \longmapsto \Phi^{\prime}(\psi)$ is continuous and bounded as a function from $E$ to $E$;
(c) for every global solution $\psi(t)$ of equation (2.11), (4.21) holds true.

For example, we can consider the cylindrical test function defined on $E$. Let $\varphi_{1}, \varphi_{2}$ and $\varphi_{3}$ belong to $E$ and $\gamma$ be a continuously differentiable real-valued function on $\mathbb{R}^{3}$ with compact support. For each $\psi \in E$, define $\Phi(\psi)$ via

$$
\Phi(\psi)=\gamma\left(\left\langle\psi, \varphi_{1}\right\rangle,\left\langle\psi, \varphi_{2}\right\rangle,\left\langle\psi, \varphi_{3}\right\rangle\right),
$$

where $\left\langle\psi, \varphi_{j}\right\rangle$ is the dual pairing between $\psi \in E \subset E^{*}$ and $\varphi_{j} \in E$. Then the function $\Phi(\cdot)$ is obviously continuous from $E$ to $\mathbb{R}$ and in fact is differentiable in $E$, with differential $\Phi^{\prime}(\cdot)$ at $\psi \in E$ given by

$$
\begin{equation*}
\Phi^{\prime}(\psi)=\sum_{j=1}^{3} \partial_{j} \gamma\left(\left\langle\psi, \varphi_{1}\right\rangle,\left\langle\psi, \varphi_{2}\right\rangle,\left\langle\psi, \varphi_{3}\right\rangle\right) \varphi_{j} . \tag{4.22}
\end{equation*}
$$

where $\partial_{j} \gamma$ denotes the derivative of $\gamma$ with respect to its $j$-th coordinate. (4.22) shows that $\Phi^{\prime}(\cdot) \in E$. Above analyses show that the cylindrical test functions of above form satisfy Definition 4.2.

We now introduce the definition of statistical solution for equation (4.20) and prove its existence.

Definition 4.3. A family $\left\{\rho_{t}\right\}_{t \in \mathbb{R}}$ of Borel probability measures in $E$ is said to be a statistical solution in the phase space $E$ (or simply a statistical solution) of equation (4.20) if the following conditions are satisfied:
(a) the function $t \mapsto \int_{E} \Gamma(\psi) \mathrm{d} \rho_{t}(\psi)$ is continuous for every $\Gamma \in \mathcal{C}(E)$ (the collection of continuous and bounded functions on $E$ );
(b) for almost $t \in \mathbb{R}$, the function $\psi \mapsto\langle\mathcal{F}(\psi(t), t), \phi\rangle$ is $\rho_{t}$-integrable for every $\phi \in E$. Moreover, the map

$$
t \mapsto \int_{E}\langle\mathcal{F}(\psi(t), t), \phi\rangle \mathrm{d} \rho_{t}(\psi)
$$

belongs to $L_{\mathrm{loc}}^{1}(\mathbb{R})$ for every $\phi \in E$;
(c) for any cylindrical test function $\Phi \in \mathcal{T}$, it follows that

$$
\int_{E} \Phi(\psi) \mathrm{d} \rho_{t}(\psi)-\int_{E} \Phi(\psi) \mathrm{d} \rho_{\tau}(\psi)=\int_{\tau}^{t} \int_{E}\left\langle\mathcal{F}(\psi(s), s), \Phi^{\prime}(\psi)\right\rangle \mathrm{d} \rho_{s}(\psi) \mathrm{d} s,
$$

for all $t, \tau \in \mathbb{R}$.
Theorem 4.2. Let assumption (H) hold. Then the family of Borel probability measures $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ obtained in Theorem 4.1 is a statistical solution of equation (4.20).

Proof. We prove that the family of Borel probability measures $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ satisfies conditions (a), (b) and (c) of Definition 4.3 item by item.

Firstly, for any given $t_{*} \in \mathbb{R}$, we establish that for every $\Gamma \in \mathcal{C}(E)$ there holds

$$
\begin{equation*}
\lim _{t \rightarrow t^{*}} \int_{E} \Gamma(\psi) \mathrm{d} m_{t}(\psi)=\int_{E} \Gamma(\psi) \mathrm{d} m_{t_{*}}(\psi) \tag{4.23}
\end{equation*}
$$

In fact, from (4.17) and (4.19) we see for $t>t_{*}$ that

$$
\begin{equation*}
\int_{E} \Gamma(\psi) \mathrm{d} m_{t}(\psi)-\int_{E} \Gamma(\psi) \mathrm{d} m_{t_{*}}(\psi)=\int_{\mathcal{A}_{\mathcal{D}_{\delta}}\left(t_{*}\right)}\left(\Gamma\left(U\left(t, t_{*}\right) \psi\right)-\Gamma(\psi)\right) \mathrm{d} m_{t_{*}}(\psi) \tag{4.24}
\end{equation*}
$$

Since $U\left(t, t_{*}\right) \psi \longrightarrow \psi$ strongly in $E$ as $t \rightarrow t_{*}^{+}, \Gamma \in \mathcal{C}(E)$ and $\mathcal{A}_{\mathcal{D}_{\delta}}\left(t_{*}\right)$ is compact in $E$, (4.24) implies

$$
\lim _{t \rightarrow t_{*}^{+}} \int_{E} \Gamma(\psi) \mathrm{d} m_{t}(\psi)=\int_{E} \Gamma(\psi) \mathrm{d} m_{t_{*}}(\psi)
$$

Similarly,

$$
\lim _{t \rightarrow t_{*}^{-}} \int_{E} \Gamma(\psi) \mathrm{d} m_{t}(\psi)=\int_{E} \Gamma(\psi) \mathrm{d} m_{t_{*}}(\psi)
$$

Thus (4.23) is proved.
Secondly, for every $t \in \mathbb{R}$ we have proved that $m_{t}$ is carried by $\mathcal{A}_{\mathcal{D}_{\delta}}(t) \subset E$. Now for every $\phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{T} \in E$ we define for $\psi=(u, v, z)^{T} \in E$ that

$$
\begin{equation*}
\Psi(\psi)=\langle\mathcal{F}(\psi, s), \phi\rangle \tag{4.25}
\end{equation*}
$$

Then $\Psi(\cdot): E \longmapsto \mathbb{R}$. We next establish $\Psi(\cdot) \in \mathcal{C}(E)$. Let $\psi_{*}=\left(u_{*}, v_{*}, z_{*}\right)^{T} \in E$ be fixed and consider $\psi=(u, v, z)^{T} \in E$ with $\left\|\psi_{*}-\psi\right\|_{E} \leqslant 1$. Then
$\left|\Psi\left(\psi_{*}\right)-\Psi(\psi)\right|=\left|\left\langle\mathcal{F}\left(\psi_{*}, s\right)-\mathcal{F}(\psi, s), \phi\right\rangle\right| \leqslant\left|\left\langle\Theta\left(\psi_{*}-\psi\right), \phi\right\rangle\right|+\left|\left\langle F\left(\psi_{*}, s\right)-F(\psi, s), \phi\right\rangle\right|$.
The term $\left|\left\langle\Theta\left(\psi_{*}-\psi\right), \phi\right\rangle\right|$ can be bounded as

$$
\begin{aligned}
\left|\left\langle\Theta\left(\psi_{*}-\psi\right), \phi\right\rangle\right| \leqslant & \left|\left(\delta\left(u_{*}-u\right)-\left(v_{*}-v\right), \phi_{1}\right)\right|+\left|\left((-i \Delta+\alpha)\left(z_{*}-z\right), \phi_{3}\right)\right| \\
& +\left|\left((-\Delta-\delta(\nu-\delta)+\mu)\left(u_{*}-u\right)+(\nu-\delta)\left(v_{*}-v\right), \phi_{2}\right)\right| \\
\lesssim & \left(\left\|u_{*}-u\right\|+\left\|v_{*}-v\right\|\right)\left(\left\|\phi_{1}\right\|+\left\|\phi_{2}\right\|\right)+\left\|z_{*}-z\right\|\left\|\phi_{3}\right\| \\
& +\left\|\nabla\left(z_{*}-z\right)\right\|\left\|\nabla \phi_{3}\right\|+\left\|\nabla\left(u_{*}-u\right)\right\|\left\|\nabla \phi_{2}\right\| \\
\lesssim & \left\|\psi_{*}-\psi\right\|_{E}\|\phi\|_{E} .
\end{aligned}
$$

At the same time, note that $E \hookrightarrow E^{*}$ and the norm between $E_{\mu}$ and $E$ is equivalent. Hence, by (4.8) the term $\left|\left\langle F\left(\psi_{*}, s\right)-F(\psi, s), \phi\right\rangle\right|$ can be bounded as

$$
\begin{aligned}
\left|\left\langle F\left(\psi_{*}, s\right)-F(\psi, s), \phi\right\rangle\right| & \lesssim\left\|F\left(\psi_{*}, s\right)-F(\psi, s)\right\|_{E^{*}}\|\phi\|_{E} \lesssim\left\|F\left(\psi_{*}, s\right)-F(\psi, s)\right\|_{E}\|\phi\|_{E} \\
& \lesssim\left\|F\left(\psi_{*}, s\right)-F(\psi, s)\right\|_{E_{\mu}}\|\phi\|_{E} \lesssim\left\|\psi_{*}-\psi\right\|_{E_{\mu}}\left(2\left\|\psi_{*}\right\|_{E}+1\right)\|\phi\|_{E} \\
& \lesssim\left\|\psi_{*}-\psi\right\|_{E}\left(\left\|\psi_{*}\right\|_{E}+1\right)\|\phi\|_{E}
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\left|\Psi\left(\psi_{*}\right)-\Psi(\psi)\right| \lesssim\left\|\psi_{*}-\psi\right\|_{E}\left(\left\|\psi_{*}\right\|_{E}+1\right)\|\phi\|_{E} \tag{4.26}
\end{equation*}
$$

Inequality (4.26) implies that the real-valued function $\Psi(\cdot)$ defined by (4.25) is continuous on $E$. From (4.17) and (4.25) we conclude that the function $\psi \mapsto\langle\mathcal{F}(\psi(t), t), \phi\rangle=$ $\Psi(\psi)$ is $m_{t}$-integrable for every $\phi \in E$. At the same time, we have proved in the previous step that the function

$$
t \mapsto \int_{E}\langle\mathcal{F}(\psi(t), t), \phi\rangle \mathrm{d} m_{t}(\psi)=\int_{E} \Psi(\psi) \mathrm{d} m_{t}(\psi)
$$

is continuous on $\mathbb{R}$. Hence it belongs to $L_{\mathrm{loc}}^{1}(\mathbb{R})$ for every $\phi \in E$.
Thirdly, for any $\Phi \in \mathcal{T}$, we have (4.21). Hence,

$$
\begin{equation*}
\Phi(\psi(t))-\Phi(\psi(\tau))=\int_{\tau}^{t}\left\langle\mathcal{F}(\psi(\theta), \theta), \Phi^{\prime}(\psi(\theta))\right\rangle \mathrm{d} \theta \tag{4.27}
\end{equation*}
$$

Now for any $s<\tau$, let $\psi_{*} \in E$ and $\psi(\theta)=U(\theta, s) \psi_{*}$ for $\theta \geqslant s$. We use (4.27) to deduce

$$
\begin{equation*}
\Phi\left(U(t, s) \psi_{*}\right)-\Phi\left(U(\tau, s) \psi_{*}\right)=\int_{\tau}^{t}\left\langle\mathcal{F}\left(U(\theta, s) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, s) \psi_{*}\right)\right\rangle \mathrm{d} \theta \tag{4.28}
\end{equation*}
$$

By (4.21) and (4.28), we obtain after some calculations,

$$
\begin{align*}
& \int_{E} \Phi(\psi) \mathrm{d} m_{t}(\psi)-\int_{E} \Phi(\psi) \mathrm{d} m_{\tau}(\psi) \\
= & \int_{\mathcal{A}_{\mathcal{D}_{\delta}}(t)} \Phi(\psi) \mathrm{d} m_{t}(\psi)-\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)} \Phi(\psi) \mathrm{d} m_{\tau}(\psi) \\
= & \operatorname{LIM}_{M \rightarrow-\infty} \frac{1}{\tau-M} \int_{M}^{\tau} \int_{E}\left(\Phi\left(U(t, s) \psi_{*}\right)-\Phi\left(U(\tau, s) \psi_{*}\right)\right) \mathrm{d} m_{s}\left(\psi_{*}\right) \mathrm{d} s \\
= & \operatorname{LIM}_{M \rightarrow-\infty} \frac{1}{\tau-M} \int_{M}^{\tau} \int_{E} \int_{\tau}^{t}\left\langle\mathcal{F}\left(U(\theta, s) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, s) \psi_{*}\right)\right\rangle \mathrm{d} \theta \mathrm{~d} m_{s}\left(\psi_{*}\right) \mathrm{d} s \\
= & \operatorname{LIM}_{M \rightarrow-\infty} \frac{1}{\tau-M} \int_{M}^{\tau} \int_{\tau}^{t} \int_{E}\left\langle\mathcal{F}\left(U(\theta, s) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, s) \psi_{*}\right)\right\rangle \mathrm{d} m_{s}\left(\psi_{*}\right) \mathrm{d} \theta \mathrm{~d} s, \tag{4.29}
\end{align*}
$$

where we have used Fubini's Theorem to swap the order of integration. Now by the property of the process $U(\theta, s)=U(\theta, \tau) U(\tau, s)$ and (4.19),

$$
\begin{aligned}
& \int_{E}\left\langle\mathcal{F}\left(U(\theta, s) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, s) \psi_{*}\right)\right\rangle \mathrm{d} m_{s}\left(\psi_{*}\right) \\
& =\int_{E}\left\langle\mathcal{F}\left(U(\theta, \tau) U(\tau, s) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, \tau) U(\tau, s) \psi_{*}\right)\right\rangle \mathrm{d} m_{s}\left(\psi_{*}\right) \\
& =\int_{E}\left\langle\mathcal{F}\left(U(\theta, \tau) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, \tau) \psi_{*}\right)\right\rangle \mathrm{d} m_{\tau}\left(\psi_{*}\right),
\end{aligned}
$$

the right-hand side of which is independent to $s$. Therefore,

$$
\begin{align*}
& \int_{\mathcal{A}_{\mathcal{D}_{\delta}}(t)} \Phi(\psi) \mathrm{d} m_{t}(\psi)-\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)} \Phi(\psi) \mathrm{d} m_{\tau}(\psi) \\
& =\int_{\tau}^{t} \int_{E}\left\langle\mathcal{F}\left(U(\theta, \tau) \psi_{*}, \theta\right), \Phi^{\prime}\left(U(\theta, \tau) \psi_{*}\right)\right\rangle \mathrm{d} m_{\tau}\left(\psi_{*}\right) \mathrm{d} \theta \\
& =\int_{\tau}^{t} \int_{E}\left\langle\mathcal{F}(\psi(s), s), \Phi^{\prime}(\psi)\right\rangle \mathrm{d} m_{s}(\psi) \mathrm{d} s . \tag{4.30}
\end{align*}
$$

The proof of Theorem 4.2 is completed.
We point out that, if statistical equilibrium has been reached by the KGS system, then the statistical informations do not change with time, that is $\Phi^{\prime}(\psi(t))=0$. In this situation, (4.30) implies

$$
\begin{equation*}
\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(t)} \Phi(\psi) \mathrm{d} m_{t}(\psi)=\int_{\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)} \Phi(\psi) \mathrm{d} m_{\tau}(\psi), t \geqslant \tau \tag{4.31}
\end{equation*}
$$

and (4.31) is exactly (4.19), which describes the invariant property of the statistical solution under the action of the process $\{U(t, \tau)\}_{t \geqslant \tau}$. The invariant property of the statistical solution indicates that the shape of the pullback attractor $\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)$ could change with the evolution of time from $\tau$ to $t$, but the measures of $\mathcal{A}_{\mathcal{D}_{\delta}}(\tau)$ and $\mathcal{A}_{\mathcal{D}_{\delta}}(t)$ coincide with each other. This is the result of Liouville Theorem from Statistical Mechanics. Thus we say the statistical solution $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ of the KGS equations satisfies a Liouville type theorem.

Corollary 4.1. The invariant property of the statistical solution $\left\{m_{t}\right\}_{t \in \mathbb{R}}$ of the $K G S$ equations is a particular situation of the Liouville type theorem.
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