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ABSTRACT Departing from analyzing a general input-saturated second-order system, a Lyapunov-based
constructive procedure for the output-feedback stabilization of the constantly perturbed DC-DC buck power
converter is presented. The proposed scheme also incorporates a 6–1 modulator. The obtained control
scheme is developed in two parts: a proportional-integral-type family of algorithms devoted to regulating
the uncertain system by using measurements of the output voltage and a 6–1 modulator dedicated to
transforming the control action into a {0, 1} discrete-valued signal. This modulator is a kind of a sliding
controller, which can be seen as a subsystem with an on-off output. This combination, the PI–type family
of controllers and the 6–1 modulator, assures the global stability of the closed-loop system, even if
parametric uncertainties are presented. The convergence analysis was carried out using Lyapunov’s method.
The theoretical results are confirmed using real–time experimental tests, which demonstrate the anti-windup
scheme and the6–1modulator efficiency. The experiments consider the saturation of the control input and
disturbances, having obtained convincing results.

INDEX TERMS DC-DC buck converter, Lyapunov’s method, saturation control, 6–1 modulator,
experimental results.

I. INTRODUCTION
Direct current to direct current (DC-DC) power converters
have been used for a long time and remain valid because
new applications continue to appear [1], particularly those
related to clean energies. For example, DC-DC power con-
verters are used in electric traction of trolleys [2]. Another
common application can be found in uninterrupted power
supplies where DC-DC power converters are the main circuit
of such devices. Because the main virtue of these converters
is voltage regulation, several electronic gadgets make use of
them. For instance, the USB ports found in personal comput-
ers or smartphones allow connecting peripherals that draw
power, which needs to be regulated. Furthermore, battery
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chargers, microprocessors, and motherboards, extensively
use DC-DC converters. Electronic devices that need constant
voltage to safely and correctly function are supplied with
battery packages (for details, refer to the following works and
the references therein [15], [16], [17], [18]). In this situation,
buck converters are appropriate since the output voltage is
regulated to a lower voltage than the supplied by the batteries.
Consequently, control schemes should be improved to meet
the needs of these pervasive devices.

Recently, efficient control strategies have been designed
for several types of power converters. A discontinuous con-
trol method was applied in [3] and [4] to compensate for
disturbances in a buck power converter. In [5], a control
designwas given in order to ensure that the current constraints
are not violated at any time in the presence of disturbances.
A high-order sliding mode controller was applied to the buck
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converter in [6]. The control of a triple input DC-DC con-
verter was discussed in [7], where the application of fuzzy
logic was crucial. In the work [8], the authors introduced a
passivity-based control scheme for regulating the voltage of
a DC microgrid through boost converters. In [9], the authors
considered a fractional-order PID-type controller for a boost
converter. In [10], an output reference trajectory tracking
controller was proposed, which can be applied to a large class
of systems, including power converters.

The input saturation frequently appears when more power
than the one that can be dissipated is demanded to the sys-
tem. In other words, all physical systems are constrained to
input saturation. The duty cycle is the natural control input
of the DC-DC power converters. However, due to several
factors such as limitations in designed circuitry, the lower
and higher input limits can be higher than 0% and lower than
100%, respectively. See, for example, [11], [12], [13], [14].
Actually, the saturation of the duty cycle in power converters
appears in the circuitry that enables the transistor gate. It is
worth noticing that only a few controllers for input-saturated
power converters with rigorous closed–loop stability anal-
ysis have been given in the literature. In [19], oscillations
were studied in voltage-mode PID-type digitally controlled
converters with asymmetric saturation in the duty cycle. The
control of boost power converters in microgrids with input
limitations was studied in [20]. In [21], the authors introduced
a method to avoid duty cycle saturation during the startup
in the bidirectional buck-boost converters. The combination
of a photovoltaic plant with a two-cell buck converter with
input saturation was analyzed in [22]. In [23], the maximum
power from a photovoltaic array is obtained, taking into
account input constraints of a boost DC-DC converter. In [24]
and [25], observers for a saturated control law were analyzed
in order to regulate the output voltage of a boost power
converter.

On the other hand, the most common strategies used in
industry to regulate DC-DC power converters are those based
on proportional (P) control, proportional-integral (PI) control
and proportional-integral-derivative (PID) control [26], [27].
Besides, controllers derived from the flatness approach have
been proven to be very robust and efficient as shown in [28],
[29], [30], [16], [31] and [32]. However, more advanced
control approaches should be applied when natural restric-
tions of the system are considered in the presence of either
internal or external non-modeled dynamics. A common solu-
tion used to counteract the effect of such input perturbation
consists in proposing a controller based on the average mod-
els of switched systems [33]. Once the controller has been
proposed, either a pulse width modulation system or a 6–1
modulator should be used to implement the control task over
the switched system.

Let us notice that 6–1 modulators have been exten-
sively used in analog signal encoding and, in combination
with a control strategy, they may provide better performance
in comparison with the standard pulse width modulator
[34], [35]. The application of 6–1 modulators in rigorous

Lyapunov-based control design still deserves study and con-
sideration, particularly if practical applications are made.
In the case of power converters, the 6–1 modulation block
translates the continuous controller output into a {0, 1} signal
for the transistor gate.

As mentioned earlier, when continuous control laws are
designed for the averaged system, the situation in that
the input is restricted to a specific range must always be
considered.

Under the described scenery, the output voltage control is
even more complicated either if the input voltage is uncertain
or if the inductor current is unmeasurable.

Concerning the literature review, the design of controllers
in combination with6−1modulation for the input-saturated
system seems to be new.

The contributions of this manuscript are explained as
follows:
• The output stability of a DC-DC buck power converter
subjected to input and disturbances constraints is given.
As mentioned, the solution to this control problem
requires more sophisticated techniques. First, a general
second-order system with input constraints, a PI-type
controller, and the stability of the resulting closed–loop
system are analyzed.

• Derived from the general case, our strategy to regulate
the input-constrained averaged DC-DC buck power con-
verter consists of a Lyapunov-based PI-type controller
and the 6–1 modulator, acting as a sliding controller,
which transforms the averaged input into a discrete set
{0, 1} signal directly applicable to the transistor gate.

• An extensive real–time experimental study is provided.
In particular, cases of the proposed PI-type family of
controllers, the simple PI scheme and the PI with anti–
windup control are experimentally tested under several
operation conditions, including disturbances. Results
indicate that the latter one presents the best performance
concerning the settling time and percentage overshoot.
Besides, the controllers are tested by using the classical
pulse widthmodulation (PWM) technique and the6−1
modulation.

The difference of this manuscript with respect to pre-
vious research is that refinements in the development of
the Lyapunov function and stability conditions are pro-
vided. In addition, for the first time, the rigorous proof of
the asymptotical stability for PI-type controllers with 6–1
modulator applied to an input–constrained buck converter is
established.

The remaining of this work is organized as follows.
In Section II, the problem statement is introduced. For a
general input-saturated second-order system, the family of
PI–type controllers, Lyapunov’s stability analysis, and the
needed 6–1 modulator are described in Section III. The
application of the proposed controllers to the DC-DC buck
power converter and the closed–loop stability are discussed
in Section IV. In Section V, the results of experimental imple-
mentations in a microcontroller and a buck power converter
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are described. Finally, concluding remarks are presented in
Section VI.

II. PROBLEM STATEMENT
Consider the following second-order system:

λ2
..
x + λ1

.
x + λ0x = v+ δ, (1)

where {λ1 > 0, λ2 > 0, λ0 ≥ 0} are the set of system
parameters, δ is a partially known external perturbation, and
v is the system saturated input as follows:

v = σ [u] =


u, for u > u,
u, for u ≤ u ≤ u,
u, for u < u,

(2)

with u < u. The position error is defined as:

e = x − xd ,

where xd is a desired constant reference. Then, the control
problem consists in designing a continuous controller u,
to render the position error to zero, assuming that:

u < us=̂λ0xd − δ < u, (3)

and this error is always available for measurements. In the
forthcoming developments the definitions

I = [u, u] and I0 = (u, u)

are used with u < u.
Even when the formulation of this control problem seems

easy to solve, it is a challenging task because the system is
continuously perturbed, and the control is restricted. Finally,
no restriction on the sign of u and u is imposed.
Remark 1: Please note that the point (x(t) = xd , v(t) = us)

is a solution of the closed-loop (1).

III. A GENERAL CONTROL STRATEGY
In this section, a family of PI-type controllers is designed.
The introduced control algorithms allows solving the prob-
lem mentioned above. A lemma helpful for the closed-loop
system analysis is revisited. Afterwards, through a detailed
analysis based on Lyapunov’s theory, conditions for conver-
gence of the closed-loop error trajectories are given.

To shape the needed Lyapunov function, which allows
proposing a PI-type controller with anti-windup, a lemma
taken from [43] is recalled and proven.
Lemma 1: Under assumption (3), the point u = us is the

single minimum of the function H(u):

H (u) =
∫ u

0
σ [s]ds− usu+

u2s
2
. (4)

Besides, H (u) is strictly positive and radially unbounded,
with H (us) = 0.

Proof: From (4), the functionH (u) is explicitly given by:

H (u) =
u2s
2
+


uu−

u2

2
, for u > u,

1
2
u2 − u us, for u ≤ u ≤ u,

uu−
u2

2
, for u < u.

(5)

Notice that H (us) = 0. Next, from the definition of H (u),
given in ( 4), the following is satisfied:

H
′

(u) = σ [u]− us. (6)

Therefore,H
′

(u) = 0, implying, according to (3), that u = us
is a single critical value. On the other hand, since:

d2H (u)
du2

= 1,

for all u ∈ (u, u) = I0, u = us is the single minimum inside
of I0. That is, us is a minimum withH (us) = 0 andH (u) > 0,
for all u ∈ I0/us. It only remains to show that H (u) is strictly
positive definite and radially unbounded, for all u /∈ I0. Thus,
to see the positiveness of H (u) for u /∈ I0, two cases must be
analyzed.

i) u > u, according to (5) and (4):

H (u) = (u− us)u−
u2

2
+
u2s
2
> 0. (7)

ii) Complementarily, when u < u:

H (u) = (u− us)u−
u2

2
+
u2s
2
> 0. (8)

The positiveness of expressions (7) and (8), and the fact that
H (u) is radially unbounded can be found in the appendix.

Please note that functionH (u) helps us to generate a family
of PI-type controllers with anti-windup. Also, this function
allows to solve the above introduced control problem.
Shaping the family of PI-type controllers:
The following PI-type control law is proposed:

u = −kPe− kI z, (9)

where constants kP and kI are strictly positive, and z is a
filtered signal proposed as:

.
z = e+ kAφ(u), (10)

where kA > 0, and φ is a suitable nonlinear function selected,
such that:

(σ [u]− us) φ(u) ≥ 0 ∀ u ∈ <. (11)

Remark 2: It is easy to see that, under the assumption (3) the
following inequality holds:

(σ [u]− us) dzn[u] ≥ 0 ∀ u ∈ <,

where the dead-zone is defined as dzn[u] = u − σ [u] . As a
matter of fact (σ [u]− us) dzn[u] = 0 if and only if u ∈ I .
That is, φ(u) = u− σ [u] .
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From the expression (1), the dynamic error equation for e
is given by:

..
e = −

λ1

λ2

.
e−

λ0

λ2
e+

1
λ2
(σ [u]− us) , (12)

where us was previously defined in (3).
The conditions for the stability of the equilibrium of the

system (12)-(2) in closed-loop with the controller (9) and
(10) should be found. With this aim, consider the following
function:

V (X ) =
1
2

(
β0e2 + 2β1e

.
e+ β2

.
e2
)
+ β3H (u), (13)

where X = (e,
.
e, u) ∈ R3 is the state vector, and β0, β1β2, β3

are strictly positive constants, and H (u) is the continuous
and differentiable function expressed in equation (4). First,
observe that V (X ) can be rewritten as

V (X ) =
1
2

[
e
ė

]T
P
[
e
ė

]
+ H (u),

where

P =
[
β0 β1
β1 β2,

]
is positive definite if

1 = β0β2 − β
2
1 > 0, (14)

in agreement to Silvester’s criterion. Besides, H (u) in (4) is a
positive definite and radially unbounded function, as shown
in Lemma 1. The function H (u) has global minimum at u =
us, which at the same time implies that V (X ) has a global
minimum at Xs = (0, 0, us). Finally, notice that the change of
the coordinates

X =

eė
u

 =
 1 0 0

0 1 0
−kP 0 −kI

 eė
z


is globally invertible. Therefore, the given arguments are
sufficient to claim that by construction V (X ) in (13) qualifies
as a Lyapunov function candidate for the equilibrium point
Xs of the closed-loop system (1), (9) and (10).
Inequalities (18) and (19), introduced below, give sufficient

conditions related with the physical parameter to assure the
positiveness of inequality (14), which in turn assures the
positiveness of V .
Therefore, the time derivative of (13) satisfies the follow-

ing equality:
.

V (X ) = β0e
.
e+ β1

.
e2 +

(
β1e+ β2

.
e
) ..
e

+β3 (σ [u]− us)
.
u. (15)

Now, from (9) and (10), the equation
.
u = −kP

.
e− kI (e+ kAφ(u)), (16)

holds. Hence, after substituting the values of (12) and (16)
into the equation (15) the following is obtained:

.

V (X ) =
.
e2
(
β1 −

β2λ1

λ2

)
−
β1λ0

λ2
e2

−β3kAkI (σ [u]− us) φ(u)
+e

.
eM1 +

(
eM2 +

.
eM3

)
(σ [u]− us) ,

where

M1 = β0 −
β2λ0

λ2
−
β1λ1

λ2
,

M2 = −β3kI +
β1

λ2
,

M3 = −β3kp +
β2

λ2
.

From the above, the constants β0, β1, β2, β3 and β4 should
be defined such that:

β1 −
β2λ1

λ2
= −1, M1 = 0,

M2 = 0, M3 = 0.

It is easy to see, after some algebraic manipulations, that:

β0 =
kpλ0 + kIλ1(
kpλ1 − kIλ2

) , β1 =
kIλ2

kpλ1 − kIλ2
,

β2 =
kpλ2(

kpλ1 − kIλ2
) , β3 =

1(
kpλ1 − kIλ2

) , (17)

where kpλ1−kIλ2 > 0, because as it was already mentioned,
β2 is positive. It implies that:

kp > kIλ2/λ1. (18)

After substituting the obtained values of {β0, β1, β2} into the
inequality (14),

1 =
kpλ0 + kI (kpλ1 − kIλ2)(

kpλ1 − kIλ2
)2 , (19)

which, according to (18), is positive. Hence, selecting φ(u) =
dzn[u], and considering that the set of parameters βi with i =
{0, 1, 2, 3} satisfy (17) with kp > kIλ2/λ1, then the equation
(15) can be read as:

.

V (X ) = −
.
e2 −

kIλ0
kpλ1 − kIλ2

e2

−β3kAkI (σ [u]− us) dzn[u]. (20)

Now, according to remark 2, the function
.

V (X ) is negative
semidefinite if λ0 > 0. Application of Barbalat’s lemma
completes the proof that the solutions (e(t),

.
e(t)) converge to

zero for any initial condition.
The other interesting case is when λ0 = 0 and the equation

(20) reads as:
.

V (X ) = −
.
e2 − β3kAkI (σ [u]− us) dzn[u].

The fact that
.

V ≤ 0, for all X , implies the stability of the
equilibrium (0, 0, us) in the Lyapunov’s sense. That is, signals
{e,

.
e, u} ∈ L∞. To complete the proof, LaSalle’s invariance

theorem is applied. For this end, the following set is defined:

S = {(e,
.
e, u) :

.

V =
.
e2 + β3kAkI (σ [u]− us) dzn[u] = 0}.

Now, the largest invariant set 2 ⊂ S should be found.
A solution starting at S satisfies

.
e = 0 and u ∈ I , according

to the remark 2. It also implies that
..
e = 0 and e = e, where e
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FIGURE 1. DC-DC buck power converter.

is a fixed constant in the set S. Substituting these values into
the equation (12), the equation

0 = (σ [u]− us) ,

is obtained, which implies that u = us and
.
u = 0 in the set

S. Finally, substituting these values into the expression of
.
u

given in (16), and considering that u ∈ I , the relationship
0 = −kI e is obtained implying that e = 0. From this analysis,
the largest invariant set contained in S is constituted by the set
2 = {e = 0,

.
e = 0, u = us}. Then, according to LaSalle’s

invariance theorem, all trajectories of the closed-loop system
asymptotically converge towards the invariant set contained
in 2 ⊂ S, which is constituted by the equilibrium point 2.
The previous discussion is summarized in Proposition 1.
Proposition 1: Consider the system (1) restricted to {λ1 >

0, λ2 > 0, λ0 ≥ 0}, and under the assumption (3), in closed
loop with the PI-type controller, formed by the equations (2),
(9) and (10), with:

φ(s) = s− σ [s].

Then, errors e and
.
e asymptotically converge to the origin,

if the control gains are selected such that:

kp > kI
λ2

λ1
, kA > 0.

In the next section, the effectiveness of the family of PI-type
controllers is applied to the stabilization of the well-known
DC-DC buck power converter.

IV. DC-DC BUCK CONVERTER: A PRACTICAL
APPLICATION
In this section, the above introduced PI-type controllers is
applied to control the average DC-DC buck power converter.
This system, shown in Figure 1, consists of a power supply,
an inductor, a capacitor, a resistive load, a diode, and a
transistor. The buck power converter mathematical model,
assuming that it operates under the continuous conduction
mode, is given by [29], [36], [37]:

L
di
dt
= −v+ Eusw + d1,

C
dv
dt
= i−

v
R
+ d2, (21)

where i represents the inductor current, v the output capacitor
voltage, and usw is a discrete function that takes values in the
set {0, 1} and governs the switch position (control input), L
is the inductance of the input circuit, C is the capacitance

of the output filter, R is the output load resistance, and E is
the external voltage supply. Additionally, the small constant
perturbations d1 and d2 are considered. It is well-known that
the corresponding average model is represented by the same
system (21) if the discrete function u is substituted by a
sufficiently smooth function uav, taking values in the compact
interval of the real line [0, 1]. In other words, the average
model is represented by the following system of equations:

L
di
dt
= −v+ Euav + d1,

C
dv
dt
= i−

v
R
+ d2. (22)

It should be noticed that other type of perturbations and
uncertainties could have been taken into account such as the
parasitic resistance of the capacitor. However, the control
of DC-DC buck power converters with parasitic elements
and input nonlinearity is an interesting topic but not much
addressed in the literature because of the complexity of the
resulting models. Thus, the consideration of that type of
models under input limitations is left aside.

Since the changes in the system parameter due to aging
are very slow, they could be interpreted as additive constant
disturbances. The system (22) is subject to additive constant
perturbations. Thus, it is expected that the proposed controller
behaves in an efficient manner achieving the control goal of
output voltage regulation. In other words, the provided analy-
sis considers the presence of disturbances, which do not affect
the output voltage regulation. Studies addressing the control
of the DC-DC buck power converter without input limitations
and considering that the parameters are perturbed are in [38]
and [39], for example. However, other more sophisticated
approaches [40], [41], can be adapted to regulate the output
voltage.
Remark 3: According to [34], in the case of d1 = d2 = 0

the steady state of i and v , which is associated with the
average model (22), for a constant control uav = U is
determined by i = v/R and v = EU . Consequently, as U ∈
[0, 1] the buck power converter output voltage is restricted to
0 ≤ v ≤ E. Due to this fact, this topology is known as the
step-down converter.

It is possible to prove that the system (21) can be written
in the structure of the generalized system (1). With this in
mind, the time derivative of the capacitor current iC = Cv̇ is
computed as follows

d
dt
iC =

d
dt
Cv̇ = Cv̈ = i̇− v̇/R+ ḋ2. (23)

By substituting the inductor current dynamics Ldi/dt (see
equation (22)) into the expression (23) and considering that
ḋ2 = 0, the following second-order linear equation is
obtained:

LC
E

..
v+

L
ER

.
v+

1
E
v = uav + d, (24)

with d = d1/E . Now, if the voltage error is defined as:

ev = v− vd ,
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then the dynamic error equation is given by:

LC
E

..
ev +

L
ER

ev +
1
E
ev = uav + d −

vd
E
, (25)

with the following natural restrictions:

0 ≤ umin < us = d −
vd
E
< umax ≤ 1. (26)

That is, us ∈ (umin, umax) ⊂ (0, 1), and uav ⊂ [0, 1]. Hence,
it is easy to see that the system (25), restricted by (26), can
be stabilized if Proposition 1 is applied by noting u = umin,
u = umax, etc.

It is noteworthy to mention that in the absence of input
constraints, the system (25) is easy to control. However,
the system (25) becomes nonlinear and complex if the control
input is affected by a hard saturation nonlinearity. In this
situation, the system (25) is physically restricted with (26)
and uav(t) ∈ [0, 1] and cannot be stabilized by using a linear
PI-controller with arbitrary gain selection. In other words,
stability is attained along as a special relation of control gains
is achieved and integrator anti-windup is incorporated. These
considerations are formalized in the following.
Proposition 2: Consider the system (25) with its corre-

sponding saturated function defined as:

uav = σ [u] =


umax for u > umax,

u for umin ≤ u ≤ umax,

umin for u < umin,

under the assumption that us ∈ (umin, umax) ⊂ (0, 1) . Then,
the following PI-type controller:

u = −kPev − kI z,
.
z = ev + kA(u− σ [u]), (27)

where the set of constants {kp, kI , kA} are strictly positive
and restricted to

kp > kIRC, (28)

ensures that (ev,
.
ev) asymptotically converge to zero.

The corresponding proof is omitted because it is evidently
a direct consequence of Proposition 1.

The only condition required to ensure convergence of the
voltage error ev(t) is the inequality (28). Notice that if slow
variations of the resistance R and the capacitance C were
presented, the closed-loop stability will still be kept under
the condition (28), which at the same time does not involve
the value of the inductance L. These advantages makes the
controller (27) an excellent choice in the situation that the
values of the buck power converter components change either
by aging or temperature.

The controller (27) corresponds to the well-known
PI-control with back calculation anti-windup [42], [43], and
that has been applied in others works [43], [44]. How-
ever, in the study presented in this manuscript, a different
Lyapunov function is used to prove stability, having the
advantage that a more general result is obtained, as shown
in Proposition 1.

A. THE 6–1 MODULATOR
6–1 modulation is an important tool that allows the
translation of continuous (i.e., average) input signals into
sign valued, or finite set-valued, output signals with pre-
served equivalent average behaviors. It is worthy to mention
that the use of 6–1 modulation in sliding mode con-
trol of linear and nonlinear systems has been explored
in [34].

In the seminal textbook [45], several developments con-
nected with analog-to-digital conversion systems are found.
In that regard, the sliding mode implementation for the pro-
posed PI-type average controller uav using the 6–1 mod-
ulator is accomplished by following the method introduced
in [34]. So, the next filter:

.

ξ = σ [u]− usw,

usw =
1
2
(1+ sign[ξ ]), (29)

where uav was defined according to Proposition 2, assures the
implementation of the actual controller usw, that acts on the
switching system (21). Next, a theorem introduced in [35] is
transcribed, where sufficient evidence to justify the above is
given.
Theorem 1: Consider the 6–1 -modulator of equations

(29). Given a sufficiently smooth, bounded, signal uav, then
the integral error signal, ξ (t) , converges to zero in a finite
time, th > 0 . Moreover, from any arbitrary ξ (t0) , a sliding
motion exists on the perfect encoding condition surface, rep-
resented by ξ = 0 , for all t > th , provided the following
condition is satisfied for all t:

0 < uav(t) < 1. (30)

The proof of Theorem 1 can be found in [34], [35].
A block diagram implementation of the PI-type con-

troller (27), the 6–1 modulator (29) in closed–loop with
the buck power converter is illustrated in Figure 2. As will
be shown later, experimental evidence has been found on
the efficiency of controllers implemented with the 6–1
modulator (29).
Remark 4: Inserting a state variable6–1 -modulator, as a

transducer for the analog input signals uav, into the discrete
output signals usw, causes the ideal sliding dynamics to coin-
cide with the average designed closed-loop behavior, as long
as an average feedback controller is available for the average
model of a switched plant (the interested reader can find the
corresponding formal justification in [34], [35]). Figure 2
illustrates the representation of the6–1 -modulator together
with the proposed average controller uav. Finally, according
to Proposition 1, the restriction (30) is always fulfilled as long
as the previously defined uncertainty us ∈ (0, 1). Conversely,
if the latter does not hold, evidently, there does not exists a
controller usw that, in closed-loop with the system in (24),
ensures that the voltage position error ev converges to zero.
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FIGURE 2. Block–diagram implementation of the PI-type scheme in (27) which incorporates the 6 − 1 modulator (29).

V. EXPERIMENTAL RESULTS
A. PLATFORM DESCRIPTION
Controllers are implemented in the TMS320F28379D
Delfino microcontroller using the low cost Delfino
Launchpad. The sample rate used in the microcontroller
is 100 kHz. Matlab-Simulink is linked to Code Composer
Studio to embed and implement the controller. Simulink
enables to generate C code and a real-time executable and
download it to the Launchpad. Serial communication is used
between Simulink and the Delfino Launchpad to monitor and
obtain the experimental results of the control signal uav and
the the voltage signal v.
The experimental buck converter uses an FDPF085N10A

N-channel MOSFET and a MBR1050 Schottky diode. The
6N137 optocoupler is used to drive the MOSFET. Two
MCP602 operational amplifiers and one ISO224 isolated
amplifier are implemented to condition the output voltage v
in order to be measured by the microntroller. See Figure 3 for
a detailed description of the experimental platform used for
implementing controllers in real-time.

The data sheets of the manufacturers show that the band-
width of the components used in the experimental platform
is sufficiently large to work efficiently for all the operation
conditions to be described in each set of results.

The values of the the buck parameters are L = 200 [mH],
C = 220 [µF], and R = 200 [�]. The supply voltage E is
switched between 20 [V] and 8 [V] at different time intervals
by using relay circuits.

B. CONDITIONS OF EXPERIMENTAL COMPARISONS
The two controllers are tested in four different conditions. The
first scheme corresponds to the simple PI controller, which
results from (9)–( 10) with φ(u) = 0. The second algorithm is
the PI anti-windup controller (27), which asmentioned before
is obtained from (9 )–(10) but with φ(u) = dzn(u). Hereafter,
the controller (27) will be denoted as PIAW.

Four sets of experiments are presented. Experiments 1
to 3 are implemented by using the 6–1 modulator.
Experiment 4 consists in implementing the PI and PIAW con-
trollers using the 6–1 modulator and the PWM technique.
In other words, the performance of the controllers is tested by
using different modulation schemes to enable the MOSFET
gate.

FIGURE 3. Experimental platform.

TABLE 1. Experiment 1: Changes in desired output voltage vd , supply
voltage E , and load resistance R for different time intervals.

C. EXPERIMENT 1: PERFORMANCE
UNDER DISTURBANCES
The PI and PIAW controllers are tested experimentally by
changing the desired voltage vd , supply voltage E , and load
resistance R at the same time. This experiment is useful to
appreciate the response of the controller under load resistance
variation. The changes are described in Table 1. For both
experiments, the initial output voltage is v(0) = 10 [V]. The
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FIGURE 4. Experiment 1: Time evolution of the voltage v (t) and control
action uav (t).

TABLE 2. Experiment 1: Settling time and percentage overshoot of the
output voltage v (t) in different time periods.

saturation limits are umin = 0.15 and umax = 0.70. The PI and
PIAW controllers are implemented using gains kP = 0.45
and kI = 10. The PIAW uses the same gains and kA =
10. The results are observed in Figure 4, which shows the
time evolution of the output voltage v(t) and control actions
uav(t). Notice that during the transients, the PIAW behaves
much better since the settling time and percent overshoot
are much smaller than the ones given by the PI controller.
The performance comparison is explicitly given in Table 2.
By using the PIAW the percentage overshoot is drastically
improved for all time ranges where the desired voltage vd ,
supply voltage E , and load resistance R are changed.

D. EXPERIMENT 2: PERFORMANCE IN PURE
OUTPUT TRACKING
While the supply voltage E is constant for all time, this
experiment considers that the desired voltage vd is changed
suddenly from a value to another in different time ranges. This
is commonly known as an output tracking experiment. See
Table 3 for the description of the desired voltage values vd

TABLE 3. Experiment 2: Changes in the desired output voltage vd for
different time intervals.

FIGURE 5. Experiment 2: Time evolution of the voltage v (t) and control
action uav (t).

TABLE 4. Experiment 2: Settling time and percentage overshoot of the
output voltage v (t) in different time periods.

in different time ranges. The initial output voltage is v(0) =
12 [V]. The saturation limits are umin = 0.1 and umax = 0.7.
The PI controller is implemented using gains kP = 0.45
and kI = 10. The PIAW uses the same gains and kA = 5.
The supply voltage E is kept constant at 20 [V]. The time
evolution of the output voltage v(t) and control input uav(t)
are depicted in Figure 5. Similarly to Experiment 2, at first
sight the PIAW scheme seems to present the best perfor-
mance since the settling time and percentage overshoot are
much smaller than the ones obtained with the PI controller.
The performance indexes are explicitly computed and shown
in Table 4. Notice that for all the time ranges the desired
voltage vd is changed, the PIAW scheme behaves the best.
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TABLE 5. Experiment 3: Changes in desired voltage vd for different time
intervals.

FIGURE 6. Experiment 3: Time evolution of the voltage v (t) and control
action uav (t).

TABLE 6. Experiment 3: Settling time and percentage overshoot of the
output voltage v (t) in different time periods.

E. EXPERIMENT 3: PERFORMANCE UNDER
AN INPUT FAULT
This set of experiments consists in observing the performance
of the PI and PIAW algorithms in the situation where the
desired voltage vd goes down during a finite period of time.
This situation is analogous to that when the circuitry that
computes the desired voltage presents a fault during a time
period. In an explicit form, the changes of the desired output
voltage vd are described in Table 5. The initial output voltage
is v(0) = 14 [V]. For this set of experiments the saturation
limits are umin = 0.2 and umax = 0.8. The PI controller
is implemented using gains kP = 0.881 and kI = 20. The
PIAW uses the same gains and kA = 5. The supply voltage

FIGURE 7. Experiment 4: Oscilloscope portraits when comparing with
respect to pulse width modulation. a) PI control plus 6 − 1. b) PIAW
control plus 6 − 1. c) PI control plus PWM. d ) PIAW control plus PWM.

E is kept constant at 20 V. The results corresponding to this
experiments are approximated in Figure 6. For 0 ≤ t <
0.5 [s], the PI controller is not able to deal with the input
saturation and it results in poor performance since a large
settling is observed in contrast with the performance of the
PIAW scheme. During the fault time range 0.5 ≤ t < 1
[s] where vd = 0 [V] the control input is kept to the lower
saturation limit for both schemes as expected. However, when
the fault is removed, i.e., for the time range 1 ≤ t ≤ 1.5 [s]
and vd = 14 [V], the output voltage v(t) reaches very fast the
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FIGURE 8. Experiment 4: Comparison in the implementation of the PI and
PIAW controllers when using the 6-1 and the PWM technique.

desired value using the PIAWwhile v(t) presents a very large
settling time using the PI. The reason is that during the fault,
the integrator of the PI scheme keeps accumulating a numer-
ical value since the output voltage cannot reach the desired
voltage due to the saturation. This is precisely a windup
effect introduced by the limitation of the converter input.
In contrast, the PIAW behaves very well even if saturation
occurs.

F. EXPERIMENT 4: COMPARISON WITH RESPECT TO
CLASSICAL PWM
In this set of experiments, the performance of the PI and
PIAW schemes is tested by using different ways of enabling
the gate of the MOSFET. In other words, four experiments
have been carried out using the PI and PIAW controllers
in combination with the 6-1 modulator in (29) and PWM
technique. For the latter case study, the PWM module of the
Delfino microcontroller was used at 12.5 kHz.

In particular, the conditions of Experiment 4 are the same
as the ones used in Experiment 2. In other words, the supply
voltage E is constant for all time, while the desired voltage
vd is changed in different time ranges as described in Table 3.

The differential probe DP10013 was used to measure the
output voltage v(t) with the oscilloscope UNI-T UTD4204C.
The differential probe has a x50 attenuation factor and the
oscilloscope has a x10 attenuation factor as a result each divi-
sion in the vertical axis of the oscilloscope screen represents
2.5 [V].

The results are shown in Figure 7. For these experiments,
oscilloscope portraits are given. It should be noticed from

Figure 7 that at first sight no important differences are noticed
in the settling time and percentage overshoot when using the
PI either with6–1modulation or PWM technique. The same
observation is given for the PIAW scheme.

In order to detect more details in the performance,
the experimental data have been collected and shown
in Figure 8 for the time range 1 ≤ t ≤ 1.25 [s], where
vd = 12 [V]. Figure 8 shows that the output voltage is noisier
when using the PWM technique than when implementing the
6−1modulation. This evidence demonstrates that the6−1
modulator is more suitable than the PWM in applications
where a lower ripple and a smoother output voltage are
required [15].

VI. CONCLUSION
In this work, the stabilization of the constantly perturbed
DC-DC buck power converter was addressed by using an
anti–windup PI approach. The controller design was divided
into two steps. First, a PI-type controller to regulate the input-
limited averaged buck power converter system was given.
Second, the 6–1modulation was used to transform the con-
tinuous input signal uav(t) into the set valued input usw(t) ∈
{0, 1}, which is used to enable the MOSFET gate. The main
theoretical conclusion consisted in that the combination of
the anti-windup PI controller and the6–1modulator assures
globally stability of the state-space origin of the closed-loop
system. To carry out the corresponding convergence analysis,
Lyapunov’s method was used. Although the DC-DC buck
power converter presents input limitations into the range
(0, 1) the output voltage error goes asymptotically to zero
for any initial conditions. To ensure the effectiveness of
proposed control solution, a detailed real-time experimental
study was achieved, having obtained convincing results. The
experimental study confirmed the robustness of the PI with
anti-windup control and the 6–1 modulation.
Further research consists in developing PI-type controllers

equipped with integrator anti-windup and 6–1 modulation
formore complexDC-DC power converters such as the boost,
buck–boost and SEPIC power converters. Another interesting
topic is the control of a DC-DC power converter driving
an armature controlled DC motor tacking into account the
limitation of the duty cycle percentage, such as has been done
in this manuscript.
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APPENDIX
In this Appendix, the positiveness of expressions (7) and (8)
is justified, and thatH (u) is radially unbounded. Please recall
that I = [u, u] and I0 = (u, u).

To show the positiveness of the expression (7), assuming
that u > u, the following two subcases are analyzed: i) usu ≥
0, and ii) usu < 0.
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Case (i) usu ≥ 0: since u > u, the equation u = u + η is
expressed, where η > 0. Consequently, equation (7) can be
written as:

H (u) =
1
2
(u− us)2 + (u− us)η + usu.

The expression above allows us to conclude that H (u) > 0,
because of u− us > 0, according to (3), and η > 0. Besides:

lim
u→∞

H (u) = lim
η→∞

1
2
(u− us)2 + (u− us)η + usu→∞.

Case (ii) usu < 0: using once again that u = u + η, with
η > 0, equation (7) can be written as:

H (u) =
1
2
(u2 + u2s )+ (u− us)η − usu,

which is strictly positive definite since u− us > 0. Similarly,

lim
u→∞

H (u) = lim
η→∞

1
2
(u2 + u2s )+ (u− us)η − usu→∞,

is shown. Following the same steps as before,H (u) > 0 if u <
u is confirmed, and H (u)→∞ as long as u→−∞. Hence,
H (u) is radially unbounded and strictly positive definite for
all u /∈ I0. Finally, us is a single minimum of H (u).
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