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1.2. Research rationale 3

ones focus on tables that are encoded using pre-formatted text, images, or
general mark-up languages. Recent trends seem to suggest that HTML is be-
coming pervasive to encode the tables in the Web [
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simpler because providing a training set is expected to be easier than devis-
ing an extraction rule, but generating the annotations is time-consuming and
error-prone, which makes it difficult to scale supervised methods to the
Web. Unsupervised proposals and heuristic-based proposals are, in princi-
ple, easier to scale, but they require the user to sieve the useful data and
to endow them with semantics. This, however, seems to require less ef-
fort and to be less error-prone than the hand-crafted or the supervised
approaches, which is the reason why we focus on them.

According to Forrester [



1.3. Summary of contributions

listings [
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attributes help learn good taggers; Kizomba [



1.5. Structure of this dissertation 7

e The introduction comprises this chapter, in which we motivate our re-
search work and conclude that there exists a need to devise a proposal
to extract data from HTML tables that solve the most important chal-
lenges with high effectiveness and efficiency on current web documents
in an automatic manner.

e Chapter
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Figure 2.1: Table extraction concepts.

Definition 2.1 (Properties) A property is a value that one of the tasks in-
volved in the extraction process computes from a cell or a table so that other
tasks can use it. Formally, we define Property = Name x Value; that is, a
property p is represented as a tuple of the form (n,v), where n denotes its
name and v denotes its value. We assume that properties are used to store the
function of each cell in a table and to group cells that must be interpreted
together, but specific proposals might use them to store additional data.

Definition 2.2 (Cells) A cell is the smallest unit of which a table is composed.
Formally, we define Cell = Value x F Property, that is, a cell ¢ is repre-
sented as a tuple of the form (v, F), where v denotes its value and F denotes its
set of properties. According to how they must be segmented, cells are classi-
tied as single cells, whose values occupy exactly one position, spanned cells,
whose values spread across several positions, multi-part cells, whose val-
ues are encoded using several positions, and context-data cells, which are
cells that do not occupy a position within the body of the table, but pro-
vide titles, notes, or related text that must be interpreted with the table.
According to their function, cells are classified as meta-data cells, which pro-
vide values that help endow other cells with semantics, data cells, which
provide the data to be extracted, and decorator cells, which provide irrele-
vant data. According to how their values must be interpreted, cells are
classified as factorised cells, which are empty cells whose values must be bor-
rowed from adjacent cells, void cells, whose values are missing, atomic cells,
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whose values cannot be decomposed further, and structured cells, whose val-
ues can be decomposed and may have a mixture of data and meta-data.
Meta-data cells are grouped into headers, data cells are grouped into records,
and decorator cells are grouped into separators.

Definition 2.3 (Tables) A table is a collection of cells that are laid out two-
dimensionally in its body plus some context-data cells in its surroundings, if
any. Formally, we define Table = (Position—+Cell) x F Cell x F Property;
that is, a table t is represented as a tuple of the form (D, C, P), where D maps
its positions onto the cells in its body, C denotes its context-data cells, and P
denotes its set of properties.

Definition 2.4 (Datasets) A dataset is a structured representation of the data
that is provided by a single table. Formally, we define them using the
following sets: Dataset = F Datum, where Datum = Descriptor—+Value,
Descriptor = SimpleDescriptor | FieldDescriptor | ArrayDescriptor,
SimpleDescriptor = Value, FieldDescriptor = Descriptor x Value, and
ArrayDescriptor = Descriptor x Natural. Simply put, a dataset is a set of
data of the form {(dy,v1), (d2,V2),..., (dn,vn)}, where each d; is a descriptor
that helps endow value v; with semantics(i=1..n,n > 1).
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Functional Structural

Reference|Location Segmentation Discrimination - . Interpretation
analysis  analysis

Chenetal. 2000 Naive Naive Yes Yes Naive Yes
Lermanetal. 2001 Yes Yes No No Yes No
Pennetal. 2001 Naive No Yes No No No
Yoshida and Torisawa 2001 No No No Yes Naive No
Cohenetal. 2002 Naive Yes Yes No Yes No
Hurst 2002 Naive No Yes No No No
Wang and Hu 2002| Naive No Yes No No No
Yangand Luk 2002| Naive Naive Yes Yes Yes Yes
Lerman et al. 2004 Yes Yes No No Yes No
Kim and Lee 2005| Naive No Yes Yes No No
Jung and Kwon 2006 Naive Naive Yes Yes No No
Gatterbauer et al. 2007 Yes Yes Yes Naive No No
Okada and Miura 2007 Naive No Yes No No No
Cafarellaetal. 2008 Naive No Yes Yes No Yes
Crestan and Pantel 2011 Naive No Yes No No No
Elmeleegy etal. 2011 No Yes No No Naive No
Fumarolaetal. 2011 Yes No Yes No Yes No
Lautertetal. 2013 No No Yes No No No
Lingetal. 2013 Yes Yes No Naive Naive No
Sonand Park 2013| Naive No Yes No No No
Braunschweigetal. 2015 No No No Naive Naive No
Chuetal. 2015 Naive Yes No No Naive No
Eberiusetal. 2015| Naive No Yes No No No
Wuetal. 2016 Naive No Yes Naive Naive Yes
Nishida etal. 2017 No No Yes No No No
Liao etal. 2018| Naive No Yes No No No

Table 2.1: Tasks addressed by each table extraction proposal.

cells of the output table. Every proposal must make meta-data cells apart
from data cells; specific proposals ditfer regarding their ability to identify
decorator cells.

Definition 2.9 (Structural analysis) This task groups cells. Formally, we de-
fine StructuralAnalysis = Table — Table; we also assume that the results
are stored using some properties of the cells of the output table. Every pro-
posal must be able to identify headers and records; specific proposals differ in
their ability to identify different header structures and layouts, the dimen-
sionality, orientation, and multiplicity of the records, and how they deal with
separators.

Definition 2.10 (Interpretation) This task extracts the data in a table into a
dataset. Formally, we define Interpretation = Table — Dataset. Every pro-
posal must be able to create pairs of simple descriptors and values; specitic
proposals differ in their ability to create more complex descriptors and their
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ability to make factorised cells apart from void cells and to distinguish
between atomic cells and structured cells.
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Propertyl Categories
| Listing Form Enumeration
Record dimensionality 1 1 2 0
Record multiplicity * 1 1 *
Record orientation Horizontal, Vertical Horizontal, Vertical None None
None, Single, Horizontally
Header layout repeated, Vertically None, Single, Split Single None
repeated, Split

Table 2.2: Taxonomy of data tables.
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SKU Item Price Planet Temp. Day User : Age : User i Age Poet Genre Topic
AU-12 Bread $0.90 Mars -81F 24h john 23 rose 56 Lou Nature Oceans
PZ-18 Butter $5.00 Venus 866 F 2802h luk 87 emil 30 Monee Drama Love
XX-99 Water $1.00 Planet Temp. Day tim 12 pete 41 Year Rating
WI-09 Milk $3.95 Earth 58 F 24h pat 67 doc 28 2000 HRAE K
ZU-00 Ham $7.95 Uranus -356 F 17h moe 34 bda 48 1980 *ox
Horizontal listing Horizontal listing with Horizontal listing with Horizontal listing
with single headers horizontally rep. headers vertically rep. headers with split headers
07:50 john PASS Maker | Apple Xiaomi ID 1 ID 3 ID 1 2 3
08:01 mary PASS Model 8 Plus Mil6 A 33 A 39 A 3.3 6.0 39
08:01 lewis FAIL Screen LED LED B 4.2 B 39 4.2 51 3.9
08:02 lewis PASS RAM i 64 Gb 64 Gb C 13 C 9.8 ID 5 6 7
08:03 tom PASS Cores 8 8 D 2.6 D 2.5 A 2.6 35 2.5
17:00 john PASS Colour | Black Blue E 4.5 E 9.9 4.5 3.4 21
Horizontal listing Vertical listing Vertical listing with Vertical listing with
without headers with single headers vertically rep. headers horizontally rep. headers
ID 1 X A UK USA Spain
R 2.0 1.1 .uk .us .es
S F z 2.1 +44 +1 +34 Title Name Age
T 3.4 UTC+0 UTC-5 UTC+1 Invoice Dr. Peter 45
U 29 LHR IAD MAD Type User Due Topic School
\' 29 12°C 11°C 14° C Mobile chou 35.90€ Maths Mary’s
Vertical listing Vertical listing Horizontal form Horizontal form
with split headers without headers with single headers with split headers
StyleNo.:  10-ABCD
Designer:  Mr. Sajjadul
Name ! Pedro o 1.1 € 2.3 Date: Nov,1018
Surname 1 Loépez B 2.3 g 2.4 Season:  Spring
Title: Name: VIP: Age | 47 Y 7.4 Colour:  White
Mr. Smith v Birthplace i Seville, Spain 8 9.7 Size:  XXL
Horizontal form Vertical form Vertical form Vertical form
without headers with single headers with split headers without headers
2018 2019 Name: Mary Name: Lou
DINER | €958 | €100B Age: 19 Age: 90
l(;l:(l?\fz :Zji 218093: 2;:& ]2(;hn igze: g;m [ Meta-data cell [_] Data cell { Header l-_ : Record
AMEX €658 €708 Name: Peter | Name: Rose
VISA | €788 | <€82B Age: 14 Age: 34
Matrix Enumeration

Figure 2.3: Sample data tables.
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repeated every some rows, vertically repeated, which means that they are re-
peated every some columns, and split, which means that they spread across
several non-adjacent rows or columns.

Note that once meta-data cells are made apart from data cells and head-
ers are identified, it is relatively easy to identify the records and to classify a
table. Headerless tables are a bit more difficult to classify because they re-
quire to analyse the homogeneity of their cells both from a lexical and a
semantic point of view. For instance, independently from whether a list-
ing has headers or not, its cells are expected to be column-wise homogeneous
in a horizontal listing and row-wise homogeneous in a vertical listing; the key
property of a form is that it is intended to display a single record, so the cells
are not expected to be homogeneous; contrarily, an enumeration is ex-
pected to display multiple records that consists of only one cell, so they all are
assumed to be homogeneous.
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identify tables, lists, and so-called aligned graphics. Their proposal works as
follows: a) first, every excerpt that meets some user-defined constraints that
typically hold for tables, lists, or aligned graphics is retained as a data ta-
ble while the others are discarded as non-data tables (i.e., they do not have to
wait for the discrimination task); b) some heuristics are then applied in or-
der to find so-called frames, which consist of data and meta-data cells that are
close to each other; c) finally, the frames are expanded to four orthogonal di-
rections by finding elements whose bounding boxes are near to each other;
d) finally, the corresponding excerpts are returned. The authors evalu-
ated their proposal on 493 tables from their own repository plus 19 additional
tables from Wang and Hu'’s [



78] require at least a pair of tables to perform
ment. None of the proposals was presented in isolation, but as
of a larger system, which is the reason why no author reported

23, Location ness or efficiency. Realise that only the pr02plosal by Gatterbat

. Tables Effecti- Effi- Reso- — [Features Parameters Body Context data
Reference [ Foundation . " . Pr h .
required veness ciency urces Structural Visual Value defined Learnable User- ed| encodings encodings
Chenetal. 2000| Heuristics 1 N/A N/A Tabular tags Caption tag
Lerman etal. 2001| Heuristics 2+ N/A N/A Listing tags
Pennetal. 2001| Heuristics 1 N/A N/A Leaf tabular tags
Cohenetal. 2002| Heuristics 1 N/A N/A Tabular tags
Hurst 2002| Heuristics 1 N/A N/A Tabular tags
Wangand Hu 2002 | Heuristics 1 N/A N/A Leaf tabular tags
Yangand Luk 2002 | Heuristics 1 N/A N/A Tabular tags
Lerman etal. 2004 | Heuristics 2+ N/A N/A Listing tags
Kimand Lee 2005| Heuristics 1 N/A N/A Tabular tags
Jung and Kwon 2006 | Heuristics 1 N/A N/A Tabular tags
CSS attributes
color, bgcolor,
Presence font-size, font- Maximum
Gatterbauer etal. 2007 | Heuristics 1 N/A N/A Ias\fe t;acge" V\fet%z'lf?g;t- d:;?;?nto Any
adjacency. family, and text- cells
align; attribute
href,
Okada and Miura 2007 | Heuristics 1 N/A N/A Tabular tags
Cafarellaetal. 2008 | Heuristics 1 N/A N/A Tabular tags
Minimum
Crestan and Pantel 2011 | Heuristics 1 N/A N/A number of Leaf tabular tags
samples per
node
Fumarolaetal. 2011 Heuristics 1 N/A N/A Any
Tag title;
Lingetal. 2013| Heuristics 2+ N/A N/A Tabular tags surrounding
text.
Sonand Park 2013| Heuristics 1 N/A N/A Tabular tags
Chuetal. 2015| Heuristics 1 N/A N/A Tabular tags
Eberius etal. 2015| Heuristics 1 N/A N/A Tabular tags
Wuetal. 2016| Heuristics 1 N/A N/A Tabular tags
Liao etal. 2018| Heuristics 1 N/A N/A Tabular tags

Table 2.3: Comparison of location proposals.

Ling et al. [
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than the height or the width of the table. The authors did not evaluate their
procedure in isolation, but their complete system.

Lerman et al. [
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which measures the likelihood that two column candidates are actually the
same column; b) then, it sets the number of columns to the most frequent one;
c) padding columns are added to rows that have less columns than ex-
pected and some columns are merged otherwise; d) finally, the segmentation
of cells is refined by checking the consistency amongst the cells in a per-
column basis; e) if the consistency check fails, the procedure is re-launched.
Their evaluation was performed on 20 tables from 20 different domains plus
100 additional tables that were randomly sampled from the Web.

Ling et al. [
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larger cell; a proposal that can identify spanned cells is better than a proposal
that cannot. b) Multi-part cells: it describes if a proposal is able to identify
multiple cells must be interpreted as a single value; a proposal that can iden-
tify multi-part cells is better than a proposal that cannot. ¢) Context-data cells:
it describes if a proposal can identify context-data cells or not; a proposal that
can identify context-data cells is better than a proposal that cannot.

Regarding the general characteristics, it is easy to realise that only the pro-
posals by Lerman et al. [
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functions; b) then, the tables whose cells do not exceed a threshold regard-
ing the number of similar neighbour cells are discarded; c) finally, tables with
less than two cells or tables with many links, forms, or figures, are also dis-
carded. The evaluation was performed on 3218 tables from their own
repository with documents on airlines from the Chinese Yahoo! site.

Penn et al. |
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minimise the chances that a classifier is applied to a document with a
word that was not in the learning set. The evaluation was performed us-
ing 9-fold cross evaluation on 11477 tables from their own repository with
documents from Google’s directories.

Yang and Luk [
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Okada and Miura |

29
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Son and Park [

Chapter 2. Background Information
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words, tags, and row and column indexes; b) each token is encoded as a one-
hot vector; ¢) an LSTM with an attention mechanism is then used to obtain a
semantic representation of each cell; d) a convolutional neural network is
then connected to three residual units and applied to vectorise the input ta-
ble; e) finally, a classification layer is used. The authors learnt the network
using 3 567 tables from 200 web sites, and evaluated the results on 60 678 ta-
bles from 300 web sites; the documents were selected from the April 2016
Common Crawl. They also experimented with an ensemble of five neural
networks, which attained the best results.

Liao et al. [
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algorithm. The only proposals that require resources are the ones by Eberius
etal. [
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than the average, then the top-most row is assumed to be composed of meta-
data cells; c) otherwise, the last column is compared to the others; if at
least half the columns are similar and the similarity of the first and the
last columns is smaller than the average, then the left-most column is
assumed to be composed of meta-data cells; otherwise, the first row is consid-
ered to be composed of meta-data cells. The evaluation was not performed
on this task, but on their whole system.

Yoshida et al. |
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length of the values, and a semantic similarity function that builds on some
user-provided key words and patterns. The authors did not provide any
experimental results regarding this task.

Jung and Kwon |
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their proposals, which is not as good as was the case with the previ-
ous tasks. Unfortunately, no result on their efficiency is available. Regarding
the resources required, Yoshida et al.’s [
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that describe the data in each column; b) such patterns can be interpreted as
tags that allow to transform a table into a sequence of symbols; c) then, a ver-
sion of ALERGIA is used to infer a finite automaton from those sequences;
d) the automaton is then transformed into a regular expression; e) finally, it
identifies repeating sub-patterns that correspond to the records in the original
table. No experimentation was performed regarding this task.

Cohen et al. [
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that correspond to different columns and form a single record; each candi-
date list is a sub-tree of the DOM tree and they all are required to satisfy some
structural similarity constraints, including a minimum size in terms of nodes.
The evaluation was performed on 224 tables from Gatterbauer et al.’s |
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which leverage some grammar induction techniques, and Cohen et al.’s [
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records. It works as follows: a) if there is only one header row/column, then
the data cells in the remaining rows/columns are assigned simple descrip-
tors on a per row/column basis; b) if there are both header rows and
columns, then the table is assumed to be a matrix and the data are as-
signed field descriptors that merge the meta-data in the corresponding
column and row header. The authors did not evaluate their proposal.

Yang and Luk [
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Regarding the general characteristics, most proposals rely on heuristics
that have proven to work well in practice; the only exception is the pro-
posal by Cafarella et al. [



‘ his chapter describes TOMATE, which is a }Qbélpot @Eﬁ
data from HTML tables with no supervision. It is organised as fol-
Jowe: 1

j:[ NMATE: the HTML table extractor
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Chapter 3. TOMATE: the HTML table extractor
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heuristics to correct the results. Our proposal can deal with any table lay-
outs and the problems that we mentioned before regarding the formats used
to display the data and how they are encoded. Our experimental analysis re-
veals that it can attain an Fy score of 89.50% and takes an average of 0.09 CPU
seconds to process each table. That F; score is 24.11% better than the best pro-
posal that does not require supervision and 5.68% better than the F; score
attained by the best of the supervised proposals; the average time to pro-
cess each table is slightly worse, but good enough for practical purposes and
clearly compensates for the improvement regarding the F; score. The differ-
ence in effectiveness was proven to be statistically significant at the standard
confidence level. To illustrate its practical value, we present a case study in
which we describe how TOMATE is being used to feed a real-world IARPA
geopolitical forecasting system with data that are extracted from Wikipedia
tables. Most such tables are not generated using Wikipedia’s pre-defined
templates, which means that their data cannot be extracted and integrated by
the data extractors that are currently deployed at major knowledge bases.
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Category Attributes

Components Range

Style Font-color, background-color, border-color, R, G,B [0, 255]

outline-color

Padding, margin, border-weight

Top, bottom, left, right [0, oo]

Font-size, font-weight [0, o]
Display, text-align, vertical-align, font-family, Categorical
text-decoration, text-transform
Structural Tag Categorical
Number of children [0, ]
Rowspan, row index [1, oo]
Colspan, column index [1, oo]
Is node repeated? Boolean
Lexical Number of alphanumeric, digit, lowercase, [0, oo]

uppercase, symbol, and whitespace characters

Number of tokens

Number of stopwords

[0.013.1 presents the attribut
count, namely: style dfffbutes, which are related t

Is first/last character type alphanumeric, §g;ctural attributes, #0#téh are related to their L

lowercase, uppercase, symbol, or whitespacgéei

Is the content capitalised, all capitals, an
amount, a range, a date, money, or empty?

Miscellaneous Number of nouns, verbs, adjectives, adverlps,r oper ties. [0, o]

attributes, which are related to properties of t
miscellaneous attribu?gg,eagvhich are related to so

and other parts-of-speech

Likelihood of being meta-data

Definition 3.3 Tables jgngl cells A table is a grid
play data or to position other elements on the scree!

Table 3.1: Taxonomy of DOM node attributes.

Definition 3.2 Documents A document is a text file whose contents are en-
coded using the HTML mark-up language, which allows to represent it using
a DOM tree. Given a node a in a DOM tree, we denote its sequence of chil-
dren as childen(a), the area of its bounding box as area(a), and its attribute

vector as attr(a). Table
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DOM sub-trees with a table root tag and their cells are represented as DOM
sub-trees with either td or th root tags. We are interested in tables that are
used to display data, which are commonly referred to as data tables. There
are three common layouts for data tables, namely: horizontal listings, which
are row-wise tables, vertical listings, which are column-wise tables, and ma-
trices, which are table-wise tables. According to the estimates by Crestan and
Pantel [
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HTML Location  [----- Raw tables
documents
F
Segmented 4-----=1 Segmentation F----- eature .Vector
tables " matrices
Context L"
data | Discrimination f=7=7- Data Task
tables
Functional |/ ___ Cell function Data structure
- - el analysis matrices

Orientation s Definition 3.7 Variation point A

scores
{ 5;;‘;‘;;‘::‘ I- ----- *r Headers mpytith . multiple interchangeable a.
Tuples A out from a conceptual point of v
. ’4 _____ oumentation to decide the alterna
Interpretation [=---- Records

configuration maps every variati
TCITTIVe. ATter the implementat
performed to find the best cont
algorithms are grid search, whick
quential search, which starts usin
every variation point individually

Figure 3.1: Pipeline and data flow of TOMATE.

to provide any useful data; c) segmentation, which transforms the ex-
cerpts into grids of cells; d) functional analysis, which identifies the functions
of the cells, that is, whether they provide data or meta-data; e) structural anal-
ysis, which identifies groups of related meta-data cells (the headers) and
groups of related data cells (the tuples); and f) interpretation, which trans-
forms the input tables into record sets in which the components of the tuples
are mapped onto their corresponding headers. TOMATE implements all of
these tasks in the order described in Figure
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Chapter 3. TOMATE: the HTML table extractor

Step 1: pre-processing operations This step applies several pre-processing
operations to the input table and outputs a table with o rows and 3 columns
(x> 1, > 1) using the following procedure:

I.

1.

1ii.

iv.

If the dir attribute is present in either the table tag or any of its ances-
tors and its value is rtl, then the table is flipped horizontally. Thus, the
first column is always the left-most column.

The maximum cell span is set to 200 cells. We think that it is very
unlikely that a correct table has such large cell spans; setting this
limit helps avoid overhead when processing tables that are incorrectly
encoded.

The cells whose span is greater than one are replicated accordingly and
their span is set to one.

The rows that are shorter than the largest row are padded to the right
using empty cells, which prevents outputting ragged tables.

Duplicated rows or columns are removed, except for the top-most and
the left-most ones.

Step 2: computing base features This step analyses the cells in the input
tables and outputs a matrix with their feature vectors.

First, it computes the attributes of the DOM nodes, cf. Table

attributes are
tributes are ¢
that deserve :
tribute and
former is a |
same path ar
ments; the la
Corpus [
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iv. The previous likelihood was adjusted using another heuristic, namely:
every cell in a row or column with an average meta-data likeli-
hood greater than 0.50 was considered meta-data; otherwise, it was
considered data.

v. The previous two steps were repeated five times, which was enough for
the likelihoods to stabilise.

Please, note that we do not claim that the likelihoods computed by the
previous procedure are strongly correlated to the probability of a particu-
lar content to be meta-data or data. It simply provides an estimate that has
proven to work well in practice when it is combined with the other attributes
that our proposal takes into account.

Next, we project the nodes onto feature vectors that are computed from
their attributes. Before computing them, we need to replace the composite at-
tributes by new attributes that represent their individual components and the
categorical attributes by binary attributes that represent them using one-
hot encoding. This simplifies working with the attributes since they all can be
assumed to be numeric from now on.

Then, for every node a, we compute its base features as follows:

bfeat(a) = w;(a) attr(a) + Z w>(a,b) bfeat(b)
béechildren(a)
wif@)=1— > wyab)
béechildren(a)
area(b)

wa(a,b) = area(a)

Note that the base features are computed as the weighted average of the
values of the attributes of node a and the base features of its children. The
weight of the attributes and the base features is computed taking into ac-
count the relative area of the bounding box of the corresponding node. w;(a)
denotes the weight of the attributes of node a, which is computed as the per-
centage of the area of the bounding box of node a that depends exclusively
on that node, not its children. Similarly, w;(a, b), where b € children(a), de-
notes the percentage of area of the bounding box that depends on node b
relative to the total area of node a.

Step 3: computing deviation features This step takes the matrix of base fea-
tures as input and returns a new matrix in which each component has the
base features plus the deviation features.
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For every base feature f, we compute three additional deviation features,
namely: f', which measures the deviation of feature f in a cell with regard to
the other cells in the same row, ¢, which measures the deviation of feature f
in a cell with regard to the other cells in the same column, and f*, which mea-
sures the deviation of feature f in a cell with regard to the other cells in the
same table. To compute them, we need the following ancillary variables:

B
Ri=> "pMh,jl (1 <i<a)

j=1
x

G=> "aMI,jl (1<j<p)
i=1

)

T= Z Z ]/(ocﬁ) Mﬁ'»j])

i=1 j=1

where M denotes the matrix returned by the previous step and R;, C;, and T
are vectors with the per-row, per-column, and per-table averages of the base
features, respectively.

Assume now that {f, : v,}5_; is the base feature vector computed for the
cell at position (i,j). The deviation features are then defined as follows:

1 = (vy — Ri[fp])?
S = (vp — GjIfp])?
£ = (vp — TIfp])7,

where 1 <p < k.

Step 4: normalising features This step takes the a x (3 matrix with the 4k-
dimensional vectors computed by the previous step and normalises the
values of the features so that they all range in interval [0.00, 1.00].

In the literature, we have found the following common approaches, where
Z denotes the set of values of a feature in a table, Z’ denotes its set of nor-
malised values, Z* denotes the set of values of that feature across all of the
tables in our experimental datasets, and clamp denotes a function that clamps
the value to which it is applied into interval [0.00, 1.00]:

Global min-max: it normalises the values of a feature taking into account its
minimum and its maximum across all of the tables in our datasets,
namely:




3.4. Segmentation 57

Local min-max: it is similar to the previous one, but the minimum and the
maximum are computed on a per-table basis, namely:

z—minZ
7' = Z
{maxZ—minZIZE }

Standard normal: it transforms the values of a feature into a set of val-
ues that are distributed according to a standard normal distribution that
is shifted to and clamped into our target interval, namely:

z—mean Z + stdev Z
Z' =<l Z
{C amp( 2 stdevZ > Iz ¢ }

Softmax: it transforms the values of a feature into a set of probabilities that
are proportional to the exponential of each feature value, namely:

77=1_¢ ez
N ZzzEZeZ2 “ e

Since of them stands out from a conceptual point of view, this is a
variation point.

Step 5: processing empty and factorised cells This step works on the in-
put table and returns a new table in which empty cells are identified and
removed if necessary and factorised cells are made explicit.

The first operation performed by this step consists in identifying the cells
that can be considered empty. Our proposal is to flag as such every cell whose
content consists exclusively of white spaces, dashes, asterisks, or question
marks. If the lang attribute is present in the table tag or any of its ances-
tors, then other language-dependent symbols are also considered, e.g., “N/A”
and “void” in English, “N/A” and “N/D” in Spanish, or “ND” and “S.0.” in French.

The second operation processes the factorised cells as follows:

i. First, full-span rows are identified. They are rows that originally con-
sisted of just one spanned cell. According to their positions, they can be
classified as top full-span rows, middle full-span rows, and bottom
full-span rows.

ii. If there is at least one middle full-span row and it is repeated every two
rows, then we analyse how similar the middle full-span rows are to the
last top full-span row and the first bottom full-span row by measuring
the Euclidean distance of their feature vectors. If they are more similar
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to the former, then the last top full-span row and every middle full-
span row are appended to the end of the next row as an additional
column. If they are more similar to the latter, then the first bottom full-
span row and every middle full-span row are appended to the end of
the previous row as an additional column. 3.2,

If the full-span rows are not repeated periodically, then the last top
full-span row and every middle full-span row are appended to the fol-
lowing rows as additional columns until another full-span row is found.
The new column can be placed either at the beginning or the end of the
row. To determine its position, we need to compute ¢ as the average of
the deviation features per column, and T as the average of the devia-
tion features per row, excluding full-span rows in both cases. If T > ¢,
then the column is placed at the last position since the table is more
likely to be a horizontal listing and the factorised cells are more likely to
be spanned data. Otherwise, the column is placed at the first posi-
tion, since the table is more likely to be a vertical listing and the
factorised cells are more likely to be spanned meta-data.

The procedure is then repeated on a per-column basis to deal with ta-
bles that have full-span columns. Next, the rows and columns in which every
cell is empty or the result of repeating a spanned cell are removed. The re-
maining full-span rows or columns are removed and saved as context cells
that will be used in the interpretation task since they usually provide captions
or footnotes that are worth preserving.

Example 3.1 Figures
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No. Title Directed by Written by Original air date | U.S. viewers
1 "Pilot" Bharat Nalluri Jason Rothenberg March 19, 2014 2.73 millions
Set in an indeterminate year in the distant future, 97 years after a nuclear apocalypse has devastated the

surface of Earth, all known humans are residents of merged orbiting space stations known as "The Ark". 100
juvenile delinquents are sent to Earth's surface to test its habitability, having been given... 3.4 g ShOWS da ta about a comp

2 | 'Earth Skils" | Dean White Jason Rothengegn  cledimey Tyt thicaliess fu]l-span rows are no

Chancellor Jaha recovers and learns of his son Wells' supposgghigfe phibe gf@;pqdﬁ%ﬁcp@ﬁq;m s to be smaller than
zero-gravity mechanic, to fix a drop pod to send herself to the ground. l&f while on Ea rke, Wells

Murphy, and Bellamy set out to rescue Jasper, who was takéhlBy th s@ﬁbl‘ UHISEIC. Suggests that a new columr

3 | "EahKils" | DeanWhite | Elizabeth Craft & d@ft mind theicomtents of thesuH-span rows must be rer

In flashbacks, Clarke's engineer father Jake discovers a life submtﬁoalenaw ﬁmﬂrkspamarremms fou d cf. Flg ure
threatening to tell the people and "floated" by Jaha. In the present, Clarke, Finn, and Wells search for antibiotic
seaweed to treat Jasper's wounds. Bellamy assembles a hunting group who are followed by...

a) Before processing the table.

No. Title Directed by Written by Original air date | U.S. viewers

Set in an indeterminate

1 "Pilot" Bharat Nalluri| Jason Rothenberg | March 19, 2014 2.73 millions . A
year in the distant future...

5 B Wil | s Eeleen | L 25,2004 | 28y i | el ol R
and learns of his son...
Elizabeth Craft
3 | "Earth Kills" | Dean White & April 2, 2014 1.9 millions
Sarah Fain

In flashbacks, Clarke's
engineer father Jake...

b) After processing the table.

Figure 3.2: Factorisation of periodic full-span cells.

The table in Figure
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Medals Men's basketball
representing Spain (Pau Gasol)

Summer Olympics —
SlEr | AN e 7 Medals Men's basketball representing Spain
Bronze | 2016 Rio de Janeiro - (Pau Gasol)
World Cup — Silver | 2012 London Summer Olympics
Gold | 2006 Japan - Silver | 2016 Rio de Janeiro | Summer Olympics
EuroBasket — Gold | 2006 Japan World Cup
Gold | 2011 Lithuania ] Gold | 2011 Lithuania EuroBasket
Gold | 2015 France l— Gold | 2015 France EuroBasket
Silver | 2007 Spain - Silver | 2007 Spain EuroBasket
a) Before processing the table. b) After processing the table.

Figure 3.3: Factorisation of non-periodic full-span cells to the right.

is none are discarded.
ii. Tables that have a single row or a single column are discarded.

iii. Tables with an ancestor table tag, a descendant textarea tag, or a de-
scendant input tag with attribute type="text" are also discarded
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Product details
— Brand Cecotec iRobot Xiaomi
—> Model Conga 4090 Roomba 960 Mi Robot
— Dimensions 35x35x8cm 35x35x9,1cm 34,5x34,5x9,6 cm
—! Price 349 422.92 278
| Features
—” Suction Power| 2700 Pa 900 Pa 1800 Pa
—> Wet Mopping | Yes No No
— Run time 240 minutes 75 minutes 150 minutes
i Others
—» Rating 4.2 45

a) Before processing the table.

Product details | Brand Cecotec iRobot Xiaomi
Product details | Model Conga 4090 Roomba 960 Mi Robot
Product details | Dimensions 35x35x8cm | 35x35x9,1cm | 34,5x34,5x9,6 cm
Product details | Price 349 422.92 278
Features Suction Power | 2700 Pa 900 Pa 1800 Pa
Features Wet Mopping | Yes No No
Features Run time 240 minutes 75 minutes 150 minutes
Others Rating 4.2 4.5

b) After processing the table.

Figure 3.4: Factorisation of non-periodic full-span cells to the left.

Step 1: reducing feature dimensionality This step takes the & x 3 matrix
with the 4k-dimensional vectors computed by the segmentation task and re-
turns an o x 3 matrix with new feature vectors that result from selecting
some features and then reducing their dimensionality.

Regarding feature selection, recall that we take four categories of features
into account, namely: style, structural, lexical, and miscellaneous. Conceptu-
ally, there is not a clear argument in favour of using any of them, so we need
to introduce a variation point in which we consider the following alterna-
tives: a) using all of the features, b) using a single category of features,
¢) using combinations of two categories, and d) using combinations of three
categories. This results in a total of 15 alternatives.
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Regarding dimensionality reduction, we need to introduce a new varia-
tion point with the following alternatives: a) not performing dimensionality
reduction, b) using Principal Component Analysis, which creates new uncor-
related features that consecutively maximise variance, and c) using feature
agglomeration, which merges the features that are similar using an agglomer-
ative clustering approach. We do not consider the more recent t-SNE method
because our preliminary experiments confirmed that its results are very poor
in our context; this method is very good at reducing a dataset to two or three
dimensions, which is appropriate for visualisation purposes but clearly not
enough to compute the functionality of the cells.

Step 2: computing candidate cell functions This step takes the « x (3 ma-
trix with vectors computed by the previous step and returns an o« x {3 matrix
in which each component is the candidate function of the corresponding cell.

First, we cluster the cells into two clusters K; and K,. The exact method
used is another variation point since it is not clear which one performs the
best. We consider the following alternatives: a) k-means using k-means** as
the initialisation method and mini-batches when dealing with more than one
thousand cells, which is a well-known approach that typically performs very
well; and b) agglomerative clustering, which recursively merges pairs of clus-
ters that minimally increase the linkage distance until two clusters are found.
We could not use alternatives like DBSCAN, OPTICS, Mean Shift, or Affin-
ity Propagation because they are intended to find the optimal number of
clusters, which typically resulted in more than two clusters.

Finally, we need to determine which cluster corresponds to meta-data
cells and which one corresponds to data cells. We use a heuristic that builds
on the following variables: a) v = (%/; + ®/,)/2, where a; and b; denote the
number of cells in the first row and column, respectively, that are in clus-
ter K;; intuitively, r; measures the ratio of cells in cluster K; that are in the first
row and column; thus, the higher 1, the higher the chances that clus-
ter K; consists of meta-data cells since such cells are typically placed in
the first row or column (i € {1,2}). b) s; =1— K/ ;; intuitively, s; mea-
sures the one-complement of the relative size of cluster K;; thus, the higher s;,
the higher the chances that cluster K; consists of meta-data cells since these

cells are typically a minority (i € {1,2}). ¢) ci =1— 3, jex, Vel s intu-
itively, c; measures the closeness of a cluster to the top-left corner of a table;
thus, the higher c;, the higher the chances that cluster K; consists of meta-
data cells since such cells are typically near the top-left corner of the tables
(1 €{1,2}). Our heuristic assumes that the meta-data cells are in cluster K;
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and the data cells in cluster K, if ("#s1te1)s > (r2+satea) /- gtherwise, we assume
that the data cells are in cluster K; and the meta-data cells are in cluster K,.

Step 3: identifying cell functions We identify the functions of the cells
building on the previous candidate functions and the orientation of the table.

The orientation is guessed using three scores, namely: W', which stands
for row-wise orientation, w¢, which stands for column-wise orientation, and
wt, which stands for table-wise orientation. To compute them, we split the ta-
ble into the following regions: A;, which consists of the cell at position (1,1),
A,, which consists of the set of cells at positions (1,j), 2 <j < 3, A3, which
consists of the set of cells at positions (i,1), 2 <1i < «, and A4, which con-
sists of the set of cells at positions (i,j), 2 <i < «,2 <j < 3. Then, we use
two methods to compute the scores depending on the size of the table.

The first method is used with tables that have more than two rows and
more than two columns. It computes the scores as follows, where silh denotes
the Silhouette coefficient:

w' = Sllh{A] U Az, A3 U A4}
w = silh{A; U Az, Ay U Ayl
wh = SIIh{A1 ) AZ) A?a) A4}

The intuition behind the previous formulation is that the Silhouette score
is expected to be the highest when each of the clusters has only regions with
the same function; otherwise, it should drop. If a table has row-wise orienta-
tion, then regions A; and A, should consist almost exclusively of meta-data
cells, whereas regions A3 and A, should have a majority of data cells;
that is: clustering {A; U A, A3 U A4} should have a better Silhouette coeffi-
cient than the others. If a table has column-wise orientation, then regions A;
and Aj; should consist almost exclusively of meta-data cells, whereas re-
gions A, and A, should have a majority of data cells; that is: clustering
{A7 UA3,A; U A} should have a better Silhouette coefficient than the oth-
ers. Finally, if a table has table-wise orientation, then we have experimentally
found that computing the Silhouette coefficient of clustering {A;, A,, A3, A4}
provides a better estimate than the other clusterings. We also explored com-
puting w' as silh{A; U A, U A3, A4} since our intuition suggested that this
would result in the highest Silhouette score in the case of table-wise ta-
bles, but our experience confirmed that the Silhouette coefficient of clustering
{A1, Az, Az, Ay} works much better.

However, the Silhouette coefficient tends to increase with the num-
ber of clusters, which makes the w' score artificially higher than it should be
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in the case of tables with only two rows or only two columns. We use a differ-
ent method with such tables. We first compute the average feature vector of
the cells that belong to each area A; (which is denoted as u;), and then com-
pute the orientation scores by measuring the differences between the four
regions as follows (1 <1i < 4):

w' = dist(uy, uz) + dist(uy, ug) — dist(ug, w,) — dist(usz, uy)
w¢ = dist(uy, uy) + dist(us, uy) — dist(ug, uz) — dist(uy, uy)
w' = dist(us, uys) + dist(u,, uy) — dist(wy, wy) — dist(wg, uz)

Assuming that each region has the function that corresponds to the major-
ity vote provided by its cells, the intuition is that we expect the score for a
given orientation to be the highest when we maximise the distance between
two regions that have different functions and when we minimise the distance
between two regions that have the same functions. Simply put, if we are deal-
ing with a row-wise table, then we expect the cells in regions A; and A, to be
meta-data cells and the cells in regions A; and A4 to be data cells. There-
fore, their distances should be minimal. Any other combination of two
regions should have different functions with regard to each other and, there-
fore, their distance should be larger. Thus, we expect to maximise w" if the
distances between u; and u; and between u, and u, are high and the dis-
tances between u; and u, and between u; and u, are low, as long as
the correct orientation is row-wise. The reasoning is similar in the case of
column-wise or table-wise tables.

The procedure to identify the functions of the cells works as 'follgngs: a) if
the orientation is guessed to be row-wise or table-wise, then we set R to the
set of row indices in which the majority of cells are candidate meta-data cells;
otherwise, we set R = (); if the orientation is column-wise or table-wise, then
we set C to the set of column indices in which the majority of cells are candi-
date meta-data cells; otherwise, we set C = (). b) next, we declare as data the
cells at positions (i,j) such thati ¢ R and j ¢ C; c) now, we declare as meta-
data the cells at positions (i,j) such thatie Rand 1<j<PBor1<i<«
and j € C; d) finally, if both R and C are non-empty sets, then we de-
clare as data the cells at positions (i,j) such thati € Rand 1 + maxC <j < 3
orT+maxR<i<axandje C.

Example 3.2 Figures

funct
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Name  Diameter | Moons Rings
Alm J:¥] Diameter | Moons | Rings

Mercury 0.382 0 no
Venus 0.949 0 no A3| Mercury A, 0.382 0 no
Earth 1.000 Moon no Venus 0.949 2 no

Earth 1.000 Moon no

Phobos, " Phobos, |

Mars 0.532 . no obos,
B Deimos Mars 0.532 Deimos o

a) Sample input table.

b) Regions and candidate functions.

Name Diameter Moons Rings
Mercury |0.382 0 no

Aq Az A1 Az Venus 0.949 0 no
Earth 1 Moon no

A; Ay Az| (A4 Phobos,

w'=0.89 w=034 w'=0.65 Mars 0532 Deimos | ©
¢) Orientation scores. d) Cell functions.
Figure 3.5: First method to correct cell functions.

Day 1 21 4 61 us u4239 37552 BEPAK
LI 27 k)| e || BERTE b) Average vectors and candidate
a) Sample input table. functions.
u, <0 u, u,4—C>u, uy u,
u; 0> u, 4Py, ug u,
w'=0.11 w'=0.82 w'=0.37
Add the Subtract the Day 1121 |41 61
distance distance Total cases 27123937552 (85203

¢) Results of the area distances.

d) Corrected table functions.

Figure 3.6: Second method to correct cell functions.

and the candidate functions of the cells (black cells correspond to meta-data
cells and white cells correspond to data cells). Note that most candidate func-
tions are correct, except for the highlighted cells on the third column, which
seem more similar to the meta-data cells at the top than to the remaining data
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Table with Table with meta- Table withmeta- Table with meta-data cells
no meta-data cells data cellsatthetop  datacellsontheleft  atthe top-left corner

Figure 3.7: Canonical tables after functional analysis.

cells. To identify the correct functionality, we have to guess the orientation of
the table. This table has more than two rows and more than two columns, so
the first method must be used. Recall that it computes the three scores using
the Silhouette coefficient of three different clusters and guesses the orienta-
tion according to the highest one. Figure
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responds to tables in which the clustering process cannot identify any rows
or columns with a majority of meta-data cells; such tables are common
in cases in which the reader can be assumed to understand the mean-
ing of the cells using their background knowledge as well as the context
around the table. The second and the third cases correspond to horizon-
tal and vertical listings, respectively; note that there are some listings in
which the meta-data cells are repeated several times for the sake of readabil-
ity, but the repetitions were removed by the segmentation task because they
do not provide any data of interest for the remaining tasks. The fourth
case corresponds to a matrix, which is typically a table with a few meta-
data cells and many data-cells; furthermore, the data cells in the first few
rows and columns act as indexers for the remaining data cells.
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3.8.a shows a sample table with so
fous QPqniqh saccer teams Our prnpnc;)] identifies it as a
headers = [ has oneumeta+data cell at the upper-left corner and many
- — gerer ofata cell is SpILID tiNe ingividi4] cells by the segmen
"$attr_19 _ " drich's ~ CLA /- " B
Team P o bvo rowg,,g. ajf déﬁz{qﬁg{c@ggﬂgz) then computes four I
FoB pPles. The figstdheader iscomposeetof the two meta-data .
1 ETEEHETE e £ tReal Madrid G.f.", "LNF", 'Ezals" "94") . .
aivagid | 74 | 58 generategh Arfificially-wsing pattern $attr_i, where i den
Real Madrid C.F. 84 % dex (i > pgﬂg@g Cgﬁgléﬁ&icozg%?p@gl to the cells in the boc
Valencia C.F. 46 €5 their corresperndizrg row aredolsrmn indexers.
Villareal C.F. 63 57 1

a) Sample input table.

b) Collections of headers and tuples.

Figure 3.8: Sample results of structural analysis.

iv. Otherwise, there is a block of meta-data cells at the top-left corner. In
this case, we set R and C to the sets of row indices and column in-
dices with meta-data cells, respectively. Given a cell at position (i,j)
such thati ¢ Rand j ¢ C, we define its row indexers as the set of cells at
positions {(i, k) | k € C} and its column indexers as the set of cells at po-
sitions {(k,j) | k € R}. In this case, the headers are the column-wise
blocks of meta-data cells plus [R| + 1 artificial headers and there is a tu-
ple for each data cell at position (i,j) (i ¢ R,j ¢ C) that is composed of
its row indexers, plus its column indexers, plus the cell itself.

Example 3.4 Figure
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Stock
Company Value
Type A Type B
AMZN 2145 156 $| 234.89
NFLX 8922 302 $| 212.22
TSLA 123 22 $| 567.2
AAPL 4561 223 $| 892.99

Table 2.1: Top companies.

a) Sample input table.

{"Company": "AMZN", "Stock / Type A": "2,145", "Stock / Type B": "156", "value / 1": "$", "value / 2": "234.89"},
{"Company": "NFLX", "Stock / Type A": "8,922", "Stock / Type B": "302", "value / 1": "$", "value / 2": "212.22"},
{"Company": "TSLA", "Stock / Type A": "123", "Stock / Type B": "22", "value / 1": "$", "value / 2": "567.20"},
{"Company": "AAPL", "Stock / Type A": "4,561", "Stock / Type B": "223", "value / 1": "$", "Value / 2": "892.99"},
{"$context": "Table 2.1: Top companies."}

b) Result of the interpretation task.

Figure 3.9: Sample result of the interpretation task.

Recall that records are modelled as maps of the form {d; : vi}{_;, where
each d; is a descriptor and each v; is a value (r > 1). The descriptors are com-

puted from the headers as follows: the meta-data cells . a header are | le with
collapsed by catenating their contents 5s1n an %gg 03 1at? user ﬁe}” qeppe taple wita som
lentifies. it as.a n wﬁse table in which t
arator (any separator can be used as long, ccz?n eaé éf/ idenfi tupl
descriptors); in cases in which two aao acg nﬁ aha CE}I AV g]‘%ns%on%e sog:e fup tes, fint(
content, the second one is ignored smc)e e ‘f<eel KRk sjie I the first an

ting a spanned cell; in cases in which tw Yert beq 1 Banéescr (’thgafi‘arﬁlg sal}n an are segmented

sequential index is added to dlsamblguatse ol PherdOR P B B ¢S ata cell in the last cc
defined descriptor to represent the data in the context cells; as usual, any

descriptor is valid as long as it can be clearly identified.

The procedure to compute the output record set is straightforward: it cre-
ates a new record per tuple in which each component takes its value
from the corresponding data cell in the tuple and its descriptor from the
corresponding header, as explained before.

Example 3.5 Figure
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two columns because the author of the table decided to format the values us-
ing a column to display the currency symbol and another column to display
the nominal value. The interpretation task results in the record set in Fig-
ure
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71

Opinion polls jes)

(o

=y
i ﬂ

Date Polling firm Sample size ‘ ‘
lAIIl?\:'a'Ell:r . Martinez Alvarado Bukele
Nusvo Pais) (FMLN) (VAMOS) (GANA/MNuevas Ideas)

30 July 2018 CID-Gallup!®! 806 24 5 0 38

31 July 2018 TResearchMx!’! 3,600 31.7 9.7 28 55.8
19 August 2018 TResearchMx(®! 3,600 30.2 9.7 1.1 55.9
28 August 2018 UFGle! 1,295 23.0 10.0 2.3 37.7
31 August 2018 LPG Datos!'0! 1,520 17.6 8.6 0.3 21.9

R

a) Sample Wikipedia table with opinion polls.

L V) B Carlos |Hugo Nayib
Polling firm g Calleja Maf;ytinez Buiele
Polling firm Caueja Martinez |Alvarado |Bukele
(Ali..) |(FMLN) |(VAMOS) |(GANA)
30July 2018 |CID-Gallup  [806 24 5 0 38
31]July 2018  |TResearchMx [3600 31.7 9.7 2.8 55.8
19 August 2018 |TResearchMx (3600 30.2 |9.7 1.1 55.9
28 August 2018 |UFG 1295 23 10 2.3 37.7
31 August 2018 |LPG Datos 1520 17.6 |8.6 0.3 21.9
b) Results of functional analysis.
headers = [ tuples = [
'Date"), ("30 July 2018", "CID-Gallup", "806",
("Polling firm"), "Carlos Calleja", "Calleja (Alianza ...)", "24"),

("Sample size"),

¢
¢

"$attr_0"),
"$attr_1"),

("$attr_2")

("30 July 2018", "CID-Gallup", "806",
"Hugo Martinez", "Martinez (FMLN)", "5"),

¢) Table after performing structural analysis.

Estimated vote percentage for the election candidates

@ Nayib Bukele

100%

23Jan 2019

90% \‘\\/—\‘\\

80%

70%

20%

10%

0%

| 76%-Nayib Bukele

12% - Carloa Calleja
11% - Hugu Martinez

T
Mon 07

Wed 23 Fri2s

d) Results of structural analysis.

T T T
Wed 09 Frill Mon 21

1% - Josué Alvarado _

Figure 3.10: Sample opinion poll from Wikipedia.
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horizontally; neither are there any cells that span more than 200 rows or
columns, so no correction must be performed; the three cells at the top-
left corner span three rows each, so they are replicated accordingly
(note that there are three rows at the top of the table: the first one has sults. Note that

the pictures of the politicians, the second one has the corresponding correct but not

party colour, and the third one has the names of the politicians and their the top-left corn
parties); in this case all of the rows have the same number of columns, tic hint for the

so no correction is performed; neither are there any duplicated rows or cells in the corr
columns, so none of them needs to be removed. The second step com- data, but data tt
putes the base features from the attributes of the DOM tree. The third names and the n:
step computes the deviations of the previous features on a per-row,éoter- t 1 lvsis: si
column, and per-table basis. The fourth step identifies the empty et ur: adni ySlii sf
and processes the factorised cells; note that the second row of the ta- Ellia?_ar?a? Z?s iaC‘
ble consists exclusively of empty cells (with the party colours) and cell ('Date”) (?,Pollin “
that have resulted from spanning the “Data”, “Polling firm”, and “Sam- ’ g
ple size” cells; that is, our heuristic removes it from the table; there are elis for thzg.a J.[a ¢
not any full-span rows or columns, so there are not any factorised cells fril)l(s ?_‘2 a ¢ $lattlt(r)rE
to process in this example. T —

Discrimination: the table in our sample document must be passed on to the
next task because it is visible to the user, it has more than one row and
one column, does not have any ancestor table, and it does not contain
any input elements.

Functional analysis: first, this task reduces the dimensionality of the features
that represent the cells, next computes the candidate cell functionality,
and then computes the final functionality. Figure
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of the matrix with their corresponding row and column indexers.
Figure
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Wikipedia DWTC Overall
25 25 80
40
201 m 20
20
2 2 2
£ 15 u £ 15 £ 15 10
= = =
3 = 3 3
o o o

-
o
=
o

2
25 2 5 10 15 20 25 15 20 25

Rows Rows

a) Number of tables according to their dimensions.

80.56 %

Il Horizontal listing
I Vertical listing
I Matrix

Other

70.65 %

35.01%

18.69 %

09.68 %

04.78 %

01.48 % 00.97 %

00.55 %
Wikipedia DWTC Overall

b) Frequency of table layouts.
89.97 % ss20% 4.1 provides an additienal insight into the formatting ar
i s considered in e. Note that 64.41% of the ta
extraction prob l"ﬁ %iﬂiedgg large percentage.

, it is interesting to note that
t the figure raises to 22.54%
reason might be that the a

g the formattin
ave multi-line h
Wikipedia dat.

11.65%

10.46 %

Wikipedia DWTC Overall

¢) Frequency of cell functions.

Figure 4.1: Comparative statistics about our datasets.

Table
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Percentage of tables
Source Problem

Wikipedia DWTC Overall
Multi-line headers 22.54% 6.15% 14.39%
No headers 4.69% 13.70% 9.17%
Formatting Context cells 13.62% 6.62% 10.14%
Factorised cells 0.79% 2.87% 1.82%
Repeated headers 0.79% 0.87% 0.83%
Inconsistent row lengths 25.38% 3.94% 14.72%
Encoding Meta-data cells with td tag 16.97% 53.15% 34.96%
Data cells with th tag 20.70% 2.68% 11.74%
At least one problem 58.89% 69.99% 64.41%

Table 4.1: Frequency of table extraction problems by dataset.

Wikipedia tables tend to provide a homogeneous format and they commonly
use structured headers that provide as much context as possible to inter-
pret the corresponding data cells; in the case of the DWTC dataset, only a
6.15% of the tables rely on multi-line headers; the reason might be that the ta-
bles were gathered from many different sites in the Web, which means that
they are not homogeneous at all. The previous hypothesis might be partially
supported by the percentage of tables with no headers: note that only 4.69%
of the tables in the Wikipedia dataset do not provide any headers, whereas
this indicator raises to 13.70% in the case of the DWTC dataset. Finally, note
that there are about 1.82% and 0.83% of tables that have factorised cells or re-
peated headers; the figures are not as large as was the case with the previous
problems, but they definitely contribute to the number of different formatting
problems with which a good proposal to extract data from tables must deal.

Regarding the encoding problems, it is interesting to realise that 25.38% of
the tables in the Wikipedia dataset and 3.94% of the tables in the DWTC
dataset have inconsistent row lengths; this is clearly due to the fact that the
tables in the Wikipedia dataset were encoded by a person, whereas many of
the tables in the DWTC dataset were encoded by a machine. It is also inter-
esting to realise that 34.96% of the meta-data cells are encoded using td
tags and 11.74% of the data cells are encoded using th tags. These fig-
ures are not surprising in the case of the Wikipedia tables because they are
encoded manually; in the case of the DWTC the conclusion is that develop-
ers seem to forget that they must use the th tag to encode meta-data cells (note
that the figure raises to 53.15% of the tables in this dataset). Our conclu-



performing a grid search to implement the variation points
call that there are four variation points, namely: how
features (four alternatives), which categories of features
to produce the candidate functionalities (fifteen alternati
nique must be used to reduce their dimensionality (three
which technique must be used to perform the clustering (

This results in a total of 360 conﬁ%uratlons that were explor
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Variation point Description Alternative
' Min-max global 73.60% 88.31% 77.77% 1164.60
o Processtonormalise i oy jocql 70.77% 85.06% 7441% 1181.79
Normalisation features to the [0, 1]
interval. Standard 66.17% 81.02% 68.29% 1216.21
SoftMax 7091% 82.23% 74.02% 1235.13
Style 67.02% 80.53% 69.41% 1155.20
Lexical 67.42% 81.73% 69.92% 1135.26
Str.uctural 70.34% 84.21% 73.76% 1040.06

4.3 Variaht()n P()int868.26% 82.88% 71.16% 1056.46

Style, lexic 68.61% 82.72% 71.50% 1286.45

Style, structural 71.87% 84.79% 75.36% 1221.37

Feature groupsusedas  Style, misc. 69.95% 83.92% 73.20% 1201.84

Feature selection  input for the clustering  Lexical, structural 70.88% 84.80% 74.44% 1177.58
algorithm. Lexical, misc. 68.56% 83.27% 71.53% 1161.94

Structural, misc. 72.02% 85.28% 75.57% 1098.79

Style, lexical, structural  71.84% 85.03% 75.35% 1323.50

Style, lexical, misc. 69.77% 84.01% 72.96% 1342.89

Style, structural, misc. 72.57% 85.59% 76.15% 1232.07
Lexical, structural, misc. 71.65% 85.19% 75.19% 1196.99

All 72.28% 85.53% 75.81% 1353.56

Dimensional Reducti hedtothe oM 69.64% 83.36% 72.70% 1223.35

imensionality - Reductionapplied o the p oy 70.05% 83.86% 73.22% 1235.08

reduction input before clustering.

Feature agglomeration  70.75% 84.45% 74.13% 1145.16

. Method applied to cluster K-means 70.10% 83.65% 73.29% 1288.54
Clustering method .

the cells. Agglomerative 70.18% 84.09% 73.39% 1121.15

Table 4.2: Average performance of each alternative to configure TOMATE.

sion is that these figures clearly justify the need for specific-purpose methods
to identify the functionality of the cells.
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Table
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Normalisation Feature selection Dlmen_smnallty Clustering
reduction method

Min-max global  All PCA K-means 76.93% 90.89% 81.49% 1489.09
Min-max global ~ Style, structural, misc. ~ Feature agglomeration Agglomerative 76.91% 90.74% 81.45% 1006.14
Min-max global  All None K-means 76.66% 90.74% 81.21% 1426.72
Min-max global ~ Style, structural, misc. ~ None K-means 76.31% 89.96% 80.75% 1275.88
Softmax Style, structural, misc. ~ Feature agglomeration K-means 77.38% 85.92% 80.73% 1394.67
Min-max global ~ Style, lexical, structural Feature agglomeration Agglomerative 75.99% 90.13% 80.47% 1092.55
Min-max global ~ Style, structural, misc. ~ Feature agglomeration K-means 75.92% 90.18% 80.41% 1295.06
Min-max global  Style, lexical, misc. None K-means 75.77% 90.13% 80.25% 1362.69
Softmax Style, structural Feature agglomeration Agglomerative 76.61% 85.93% 80.14% 1072.34
Min-max global  Style, structural Feature agglomeration K-means 75.83% 88.78% 80.10% 1220.67

Table 4.3: Top 10 TOMATE configurations according to the F; score.
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Year Artist Album Label Tracks
2001 | Film Rolling Projector 6 tracks

2003 | The Rising Future Unknown Maverick 11 tracks
Member | B. May R. Taylor | F. Mercury

2004 | The Rising Live Shine Maverick 5 tracks

2007 | Michael Johns | Mchael Johns | - 12 tracks Role Guitar | Drums | Lead vocals
2008 | Michael Johns | Another Christmas | TRP records | 1 track Alt.role | Keyboards | Vocals Piano

2009 | Michael Johns | Don't Look Down | TRP records | 17 tracks Born 1947 1949 1946

a) Table with a highlighted numeric column. b) Table with non-repeated values.

Figure 4.2: Sample tables from Wikipedia.

tables are combined using a linear interpolation method whose weights were
estimated by the authors using a hill-climbing procedure.

Embley et al. [
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Layout  Proposal

Wikipedia

Overall

Horizontal PO
listing P1
P2

P3

P4

Vertical PO
listing P1
P2

P3

P4

Matrix PO
P1

P2

P3

P4

All PO
P1

P2

P3

P4

90.52%
66.45%
70.08%
62.57%
91.97%
88.05%
44.52%
46.47%
77.46%
61.65%
90.19%
54.38%
58.48%
87.77%
83.43%
90.34%
63.56%
67.17%
66.89%
89.11%

R
95.25%
73.35%
74.95%
79.12%
94.86%
91.29%
50.08%
58.53%
83.27%
64.16%
96.76%
59.68%
65.69%
96.11%
81.01%
95.24%
70.16%
72.76%
81.71%
91.24%

Fy
91.43%
66.41%
70.33%
58.80%
92.07%
87.99%
43.60%
48.76%
73.72%
57.09%
91.13%
51.23%
56.40%
89.28%
75.69%
91.21%
63.04%
67.20%
63.86%
87.86%

0.12
0.53
0.01
0.00
9.26
0.05
0.53
0.00
0.00
9.26
0.12
0.53
0.00
0.00
9.27
0.11
0.53
0.01
0.00
9.26

85.07%
63.73%
47.69%
65.19%
74.76%

93.09%
46.86%
28.59%
83.32%
88.73%
93.98%
51.20%
47.55%
94.52%
83.39%
88.36%
57.12%
40.89%
73.06%
80.15%

87.45%
68.68%
56.76%
70.17%
75.53%

93.78%
49.47%
49.90%
81.76%
89.42%
94.36%
59.09%
58.26%

98.01%
77.58%
90.04%
61.39%
54.40%
75.65%
80.57%

Legend: PO = TOMATE; P1 = Yoshida et al.’s [

84.01%
63.66%
50.77%
57.72%
73.77%

92.41%
45.68%
35.18%
79.28%
87.90%
92.75%
51.87%
48.94%
95.84%
76.15%
87.43%
56.69%
45.14%
67.24%
78.91%

0.09
0.29
0.00
0.00
9.41
0.02
0.29
0.00
0.00
9.41
0.09
0.30
0.00
0.00
9.40
0.07
0.29
0.00
0.00
9.41

88.06%
65.22%
59.97%
63.75%
84.20%

90.33%
45.58%
38.40%
80.11%
73.88%
91.90%
52.94%
53.55%
90.82%
83.41%
89.45%
60.65%
55.30%
69.68%
85.06%

R
91.72%
71.24%
66.74%
75.08%
86.13%
92.41%
49.80%
54.63%
82.59%
75.56%
95.68%
59.41%
62.34%
96.97%
79.46%
92.89%
66.20%
64.47%
78.97%
86.42%

Fy
88.08%
65.17%
61.50%
58.31%
83.81%
89.99%
44.54%
42.63%
76.23%
71.00%
91.86%
51.52%
53.03%
92.24%
75.90%
89.50%
60.17%
57.24%
65.39%
83.82%

0.11
0.42
0.01
<0.01
9.33
0.04
0.42
<0.01
<0.01
9.33
0.11
0.43
<0.01
<0.01
9.33
0.09
0.42
0.01
<0.01
9.33
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the function of a cell, but they are very dependent on an author’s preferences.
Contrarily, lexical features are less dependent on such preferences.

The proposal by Embley et al. |
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Ranking Iman-Davenport Bergmann-Hommel Ranking Iman-Davenport Bergmann-Hommel
Proposal Rank F P-Value Comparison Z P-value Proposal Rank F P-Value Comparison Z P-value
1.94 970.98 0.0E+00 PO-P1 0.37E+02 0.22E-307 PO 2.01 805.34 0.0E+00 PO-P1 0.37E+02 0.22E-307
P4 2.29 PO-P2 0.42E+02 0.22E-307 P4 2.34 PO-P2 0.37E+02 0.22E-307
P3 3.38 PO-P3 0.33E+02 0.22E-307 P3 3.35 P0-P3 0.30E+02 0.39E-200
P1 3.60 PO-P4 0.78E+01 0.14E-13 P2 3.65 PO- P4 0.75E+01 0.24E-12
P2 3.79 P1-P2 0.44E+01 0.97E-05 P1 3.66 P1-P2 0.66E-01 0.95E+00
P1-P3 0.48E+01 0.13E-05 P1-P3 0.69E+01 0.12E-10
P1-P4  0.30E+02 0.72E-191 P1-P4 0.30E+02 0.19E-192
P2-P3 0.93E+01 0.76E-19 P2-P3 0.69E+01 0.12E-10
P2-P4  0.34E+02 0.10E-251 P2-P4 0.30E+02 0.68E-192
P3-P4  0.25E+02 0.80E-134 P3-P4 0.23E+02 0.10E-113
a) Analysis of precision. b) Analysis of recall.
REVT Iman-Davenport Bergmann-Hommel Ranking Iman-Davenport Bergmann-Hommel
Proposal Rank F P-Value Comparison Z P-value Proposal Rank F P-Value Comparison Z P-value
PO 196 863.15 0.0E+00 P0O-P1 0.36E+02 0.46E-280 P3 143 917.75 0.0E+00 P0O-P1 0.23E+02 0.10E-113
P4 232 PO-P2 0.37E+02 0.22E-307 P2 1.64 PO-P2 0.30E+02 0.99E-192
P1 355 PO-P3 0.36E+02 0.75E-286 PO 2.96 P0O-P3 0.34E+02 0.11E-258
P3 3.56 P0O-P4  0.82E+01 0.13E-14 P1 397 PO -P4 0.46E+02 0.22E-307
P2 3.61 P1-P2 0.13E+01 0.56E+00 P4 5.00 P1-P2 0.52E+02 0.22E-307
P1-P3 0.38E+00 0.70E+00 P1-P3 0.57E+02 0.22E-307
P1-P4  0.28E+02 0.13E-167 P1-P4 0.23E+02 0.38E-119
P2-P3 0.94E+00 0.56E+00 P2-P3 0.48E+01 0.14E-05
P2-P4 0.29E+02 0.19E-183 P2-P4 0.76E+02 0.22E-307
P3-P4  0.28E+02 0.48E-172 P3-P4 0.81E+02 0.22E-307
¢) Analysis of the F; score. d) Analysis of time.

Legend: PO = TOMATE; P1 = Yoshida et al.’s [



4.7. Summary

ness measures; it also establishes that Jung and Kwon’s [
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on the main ones. Initially, we designed AQUILA, a supervised general-
purpose extraction tool intended to synthesise meta-data tags for HTML
documents. The amount of effort required to build and curate annotations
motivated us to work on Kizomba, an unsupervised take on the previ-
ous problem that is based on identifying recurrent representation patterns in
the Web. Web tables were one of the most frequent patterns, and while study-
ing how to extract them we realised that their difficult encodings required a

89

Chapter5

Conclusions
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specific-purpose proposal. During the development of TOMATE, we stud-
ied better approaches to feature selection and clustering, which motivated us
to work on Romulo, which is a multi-way single-subspace approach to
clustering.

Last, but not least, we would like to highlight that the work that was car-
ried out during the development of the previous results led to setting up a
start-up company in an international context.

Summing up, assuming that our research hypothesis is accepted, we think
that we have sufficiently proven our thesis. We hope that our results can ef-
fectively help companies reduce the effort involved in obtaining up-to-date
data about a plethora of topics. We also think that we have opened up an
interesting research path that may soon lead to new research results.
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Appendix A. Aquila: synthesis of meta-data tags for HTML files
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Schema (from Schema.org)

Name Attributes Nodes Values edges
Book Name, author, ISBN. 175749 83272 198704
Car Color, number of doors, vehicle engine, model, 255822 79281 106587
mileage from odometer, number of forward gears.
Doctor Name, address, telephone, additional type. 143794 43154 187690
Event Name, start date, location, URL. 59257 40047 231132
Movie Name, director, actor, copyright year, duration. 171187 93968 155676
JobPosting Company, job location, ocupational category. 158810 75828 244218
Person Name, birth date, height, weigth, nationality. 300321 68661 259529
Property  Address, number of rooms, floor size. 331154 90464 178223
a) Description of our web data extraction datasets.
Base tagger P1 P2 P3 P4 P5 |Basetagger P1 P2 P3
Bayes network P |0.14 0.15 0.16 0.15 0.80 Naive Bayes P | 0.14 0.71 0.18
R 1092 092 099 093 0.78 R 091 0.69 0.70
F10.24 025 027 0.25 0.78 F1 0.24 0.69 0.28
K-nearest P 10.20 0.19 0.16 0.44 0.80 PART decisionlists P | 0.17 0.20 0.17
neighbours R 091 0.89 099 091 0.81 R 0.88 0.88 0.93
F110.25 0.28 0.28 0.57 0.77 F1 0.24 0.32 0.29
C4.5 P 0.17 0.20 0.17 0.26 0.77 Random forests P 014 0.22 0.16
R 0.88 0.87 0.96 0.88 0.79 R 092 091 0.99
F10.24 031 029 0.38 0.78 F1 0.24 0.28 0.28
Repeated P 10.10 0.26 0.18 0.24 0.79 Sequential minimal P | 0.14 0.19 0.17
incremental pruning R 0.36 0.76 0.73 0.86 0.80 optimisation R 0.91 0.89 0.97
to produce error F1/0.14 035 0.28 0.36 0.78 F1 024 0.26 0.29

#DOM # Attr. # Node

P1=ComplEx, P2 = HolE, P3 = Node2Vec, P4 = TransD, P5 = Aquila

b) Performance results of tagger proposals.

1354053
515670

914165
1081792
800797
1059515
1182927
1076395

P4  P5

0.24
0.92

0.35
0.26
0.87
0.40
0.19
091
0.28
0.38
0.90

0.51

0.81
0.80

0.79
0.79
0.76
0.76
0.79
0.80
0.77
0.71
0.67

040e selected four st

plEx [

Table A.1: Experimental results of Aquila.

popular web site in the corresponding category. The categories were ran-
domly selected from The Open Directory and the web sites were randomly
selected from the 100 best ranked sites in each category according to Google’s
search engine. The datasets were split into learning sets with four documents,
validation sets with two documents, and testing sets with 24 documents.
Since the majority of nodes have a null tag, we balanced the datasets by

re-weighting the classes using Weka'’s class balancer [
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in terms of their attributes. To generate labelled graphs from the input docu-
ments, we transformed the DOM nodes and the values of their attributes into
graph nodes, connected the nodes according to their links in the DOM tree or
the values of their attributes; and labelled the edges with the corresponding
link or attribute.

Figure
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Average Standard deviation
Proposal P R F, p R F,
RoadRunner ' 0.53 0.76 0.59 0.21 0.28 0.24
FivaTech 068 086 0.72 | 026 014 0.25
Trinity 081 091 085 | 010 0.08 0.07

Ourproposal 0.95 0.87 0.90  0.07 0.14 0.08
a) Effectiveness results.

Documents 50 100 150 200 300 400 500
IR bt 119.08 169.20 282.79 370.23 498.22 622.17 702.91
IOl 238 169 189 185 166 156 141

b) Scalability analysis.

To evaluate our results, we compared our proposal wi
Table B.1: Experimental results of Ri§ghbtata extraction proposals that have been widely use

Global data: There are some nodes that are used to provide global data of
the document, such as title, h1, and meta nodes. They typically contain
data about more than one property, so they are aligned across the docu-
ments and split according to the set of tokens that does not vary from one
document to another.

Breadcrumbs: A breadcrumb is a hint that helps users to keep track of their
location within a g %Thﬁgi‘bﬁtmﬁf %i%hyperhnked words
or short phrases that are sepatate ty ag yﬁqs,&}ﬁ:ﬁ inal word or short sen-
tence that is not hyperlinked but is separated by the same glyph. We identify
breadcrumbs by searching for such sequences and requiring the degree of

variability of the components of the path to increase monotonically from left
to right.

Remaining data nodes: After the previous heuristics have been applied,
some data nodes may remain. Although this remaining data is not structured
according to a representation pattern, it might still be relevant for fur-
ther analysis. They are extracted using their CSS selector as their field name
and their own text as their values.
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for empirical comparison purposes [
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Finally, the result is computed very straightforwardly: first, it selects the
best individual (k,A) from the last generation using the Lexicase method;
second, it projects the input dataset onto the attributes selected by A; third, it
computes k clusters on the projected dataset using any single-way manual
clustering proposal; and, finally, it assembles the result and returns it.



proach. The proposal was confronted with five strong
challenging real-world data lake. They all were configured
on a small subset of datasets. The conclusion is that Romulc
tive proposal, which clearly compensates for the extra tim
Summing up: Romulo is a good contribution to a data eng
the context of data lakes.

108 Appendix C. Romulo: clustering in the context of data lakes

Romulo  GSPCCA+ GSPCCA+ GSPCCA+ GSPCCA+ P3C
Repository AffProp. DBScan  MeanShift OPTICS-XI
Silh. Time Silh. Time Silh. Time Silh. Time Silh. Time Silh. Time
UCl 044 17.02 030 18.08 0.28 7.23 045 1353 0.01 7.40 -0.14 104.23
EU-Open-Data 0.57 95.53 0.61 16.38 0.79 54.88 0.59 16.49 0.07 15.78 0.10 118.33
SciKit 0.23 164.63 0.36 368.19 0.39 9.15 0.32 65.64 -0.21 20.66 -0.16 110.68

TOMATE 093 A8Z 05% 654 050 645 061 7.16 026 685 -0.06 109.76
Conferences | 0.49 gt)% ozsl%mmﬁzﬂ@.% 039 2931 0.09 1693 -0.06 113.75
DFT-UK 071 1897 025 2199 045 11.70 056 17.45 008 13.39 -010 92.92
Open-ML 048 80.60 032 9301 043 913 038 6675 012 29.67 0.00 94.62
Microsoft  0.56 6477 030 3519 005 805 0.53 6358 -0.11 29.32 -0.04 121.02
UBER-Trips | 027 89.09 026 11239 0.35 16.80 024 210.69 0.19 11434 -0.01 109.94
WHO-COVID | 0.71 152.29 047 38478 0.69 6.95 0.65 83.84 026 2931 0.03 125.88
Average  0.54 7807 037 11874 044 14.03 047 5744 008 28.36 -0.04 110.11

Table C.1: Experimental results of Romulo.

Regarding effectiveness, Romulo ranks the first one because it attains an
average Silhouette coefficient of 0.54 on the repositories. Regarding efficiency,
Romulo ranks fourth because it takes 78.07 and 71.50 CPU seconds in aver-
age. The intuitive conclusion is that Romulo outperforms the other proposals
in terms of effectiveness while it remains efficient enough for practical pur-
poses. Note that it is 14.89% more effective than the next proposal in the
ranking. Obviously, this improvement comes at the cost of some inefficiency
since it takes an average of 20.63 more CPU seconds. This drop regarding
efficiency clearly compensates for the increase regarding effectiveness.
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