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Abstract

A central question when planning rapid transit systems is the determination of alignments and stations. Operational research methods can help solve these problems and they are also useful for the assessment of the network characteristics. This survey article reviews the main available methods.

Keywords: Rapid transit systems; Alignments; Stations; Location

1. Introduction

A central question when planning rapid transit systems is the determination of alignments and stations. Yet surprisingly little is known about the analytical tools available for this process. A recent investigation by Gendreau et al. (1995) indicates that rapid transit planning is a complex decision making process involving multiple objectives and constraints, uncertainties, non-quantifiable factors, large capital expenditures and long term commitments. The process is shared by several players such as planners, engineers, users, environmentalists and other interest groups. It is widely recognized that standard network design tools are often inadequate for entirely solving such complex problems (see, e.g., Magnanti and Wong, 1984), but they can play a useful role at a technical level. The planning process usually starts with an analysis of the city structure, including the identification of the major business, shopping, industrial, recreational and tourist areas, universities, hospitals and other important buildings, airports, railway stations, bus depots, major arteries, existing transit systems, etc. Origin–destination (O/D) flows are then analyzed and broad corridors for the location of alignments are targeted. Several scenarios are then developed, and evaluated in terms of technical feasibility, cost, coverage and utilization, efficiency, impact on land use, real-estate and retail trade (Bay, 1985; Wulkan and Henry, 1985), traffic and parking (Schabas, 1988), environment (Blackledge and Humphreys, 1984),
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safety (Siegel, 1980; Straus, 1980; Perrin and Benz, 1990), etc. This process usually takes place over a long period and involves the participation of a variety of players. Several iterations may be required as some scenarios are modified or new ones are introduced. A restricted set of promising solutions are then fine tuned and a final decision is made. Interesting applications of this process are provided in Blackledge and Humphreys (1984), Lundström et al. (1981), Page and Demesky (1985), Perrin and Benz (1990), and Schabas (1988).

Analytical methods are routinely used at several stages of the planning process. Engineering techniques are applied to help assess the technical feasibility and construction cost of some potential alignments. Sophisticated simulation tools, like EMME/2 (INRO Consultants, 1998), can help derive traffic flows under various system configurations. Discrete choice models can now be employed for demand forecasting as a function of a system’s attributes and pricing structure. A recent overview by Bierlaire (1998) proposes a model classification under four headings: the decision maker’s characteristics, the transportation alternatives, their attributes, and the decision rules. Operational research methods, several of which have only been developed in recent years, can help in three major areas at the planning stage: the generation of interesting alignments, the location of stations, and the assessment of network characteristics. Our focus in this study is strategic or long term planning. We therefore exclude operational aspects such as train scheduling and fare setting.

Our paper is organized along these lines. In Section 2, we examine some modeling issues associated with the design of rapid transit networks. In Sections 3 and 4, algorithms for alignment and station location are described. The more global issue of network assessment is addressed in Section 5.

2. Modeling issues

The problem of generating a good transit network can be viewed as a network design problem (see, e.g., Ahuja et al., 1995), but even the simplest models belonging to this category are hard to handle by means of analytical methods when the size of the network becomes large. In the context of rapid transit planning, the problem is compounded by the multiplicity of constraints and objectives, some of which are difficult to state clearly or to measure adequately. We are aware of no analytical method capable of solving the rapid transit network design problem in its entirety. All known methods apply to a single line location. Therefore, the global problem could be tackled piecemeal by locating one alignment at a time, although techniques do exist to evaluate the efficiency of a complex network.

In contexts such as transit line location, analytical methods should be used to procedure several alternative solutions rather than only one. Our preference goes for methods that can generate a family of good solutions with respect to the problem’s main criteria. These solutions should then be quantified with respect to other criteria not explicitly considered during the generation phase, and decision makers should choose from among the proposed solutions.

The objective of a rapid transit system is to transport a large number of people efficiently and effectively (see, e.g., Blackledge and Humphreys, 1984; Bonz, 1983; Fukuyama, 1983; Quqing, 1984). If only one alignment is to be located, this usually translates into maximizing the population covered by the line. If an entire network is to be designed, overall network efficiency also has to be taken into account, as we discuss in Section 4. Even in the case of a single alignment, the population maximization objective is not so easy to measure. Some authors (see, e.g., Chapleau et al., 1986; Wirasinghe and Vandebona, 1987) interpret it as the number of people living within a certain distance of the line. A way to measure this is to use a series of embedded corridors along the line. The problem with this approach is that people living close to the line, but relatively far from a station, are less likely to use the system. The population covered by stations is a more adequate measure of demand. To operationalize this measure, Dufourd et al. (1996) and Bruno et al. (1998a, b) use concentric shapes (contour lines) around each
potential station, with decreasing weights \( \theta_i \) for people leaving within \( d \) walking units from the station (these authors use \( \theta_0 = 1.0, \theta_1 = 1.0, \theta_2 = 0.5, \theta_3 = 0.25, \theta_d = 0 \) for \( d \geq 4 \)). Walking distances can be approximated by an \( \ell_p \) metric, where usually \( 1 \leq p \leq 2 \). The case \( p = 1 \) corresponds to the Manhattan distance, while the case \( p = 2 \) correspond to the Euclidean distance. If a Manhattan metric is used to describe walking distances, the contour lines will be diamond shaped. If a Euclidean metric is used, they will be circular. Thus, if \( \Pi(x, y) \) is the population associated with coordinate point \((x, y)\), the cover of a station located at \( s \) is defined as

\[
C(s) = \sum_{d} \sum_{D(x,y),s \in d} \theta_d \Pi(x,y),
\]

where \( D(x,y),s \) is the walking distance between \((x,y)\) and \( s \). The cover \( C(P) \) of a full alignment \( P = (s_1, \ldots, s_n) \) is therefore \( C(P) = \sum_{i=1}^{n} C(s_i) \). Other authors (e.g., Gleason, 1975; Current et al., 1985) and a number of transit planners (Hadler and Majumder, 1981; Lutin and Benz, 1992) use similar population coverage measures.

This way of defining the cover of an alignment may not fully capture its ridership. For example, a person living close to a station on a North–South alignment, but traveling on the East–West axis is unlikely to patronize the system. A better way to measure ridership would be to consider all O/D pairs associated with the stations of an alignment \( P \) (Huber and Church, 1985). While this measure is more precise than \( C(P) \), it requires a substantial amount of data and it is difficult to handle within an optimization algorithm. Moreover, some researchers (e.g., Wulkan and Henry, 1985) argue that population relocations invariably occur once the line is built. Therefore, using observed O/D patterns at the planning stage may not yield increased accuracy. For this reason, a measure such as \( C(P) \) is probably the best and simplest way to measure the coverage of an alignment.

Some authors do not consider population coverage as the main objective in transit planning. Rather, they view the construction of a rapid transit system as a catalyst for urban development. For example, Howard (1978) describes how the construction of a light rail system has been beneficial to the development of the Tyne and Wear area in England. Alsaaedi (1983) cites urban development as one of the primary motives behind the construction of the Baghdad metro. However, other authors like Straus (1980) stress that while rapid transit may help support urban renewal programs, it can never be a substitute for integrated planning. There are also some studies that show that the urban growth resulting from the presence of rapid transit can in some cases be minor. Such seems to be the case of the BART in the Bay Area (see, e.g., Fajans et al., 1978; Knight and Trygg, 1977).

Several external criteria must be taken into account when locating an alignment. Some of them related with engineering or environmental issues are difficult to take into account within the framework of a generic optimization algorithm. This is not to say that they should be ignored, but it is probably preferable to quantify them once a potential alignment has been generated. Requirements on inter-station spacing must be treated as hard constraints. It is common to impose a minimum spacing \( \ell_{\text{min}} \) between any two stations, and a maximum spacing \( \ell_{\text{max}} \) between two consecutive stations. As a rule, both these values lie between 0.5 and 2 km. Inner city stations are normally less spaced out than suburban stations (see Bruno et al., 1998a, b). The lower bound ensures that trains will not have to stop frequently. The upper limit means that transit users will not have to walk too far to the closest station and it also acts indirectly as an upper bound on total construction costs.

The most frequent version of the rapid transit alignment problem is to locate an alignment \( P = (s_1, \ldots, s_n) \) in a given area (or in a restricted corridor), in order to maximize population coverage (as measured by \( C(P) \), for example), under station interspacing constraints. The number \( n \) of stations is usually given or constrained to take a value within a small interval, and some stations of the alignment may be fixed a priori.

3. Locating an alignment

One of the first analytical approaches to the location of rapid transit alignments is contained in
Dicesare’s (1970) Ph.D. thesis in which the author models the problem as that of determining a least cost path between an origin and a destination, under a variety of constraints. A simple solution methodology for this problem is suggested by Church and Clifford (1979): (1) superimpose a grid onto the study area; (2) assign a score to each cell for each of the criteria considered by the user; (3) aggregate the various scores into a single objective to be minimized; (4) solve the resulting problem using a shortest path algorithm. One major drawback with this approach is that a cost minimization algorithm is likely to produce a minimal alignment between a given origin and a given destination without consideration for population coverage. If the shortest path algorithm is used to maximize a coverage objective, then the alignment produced will likely criss-cross the entire region. Current et al. (1985) have improved upon this rather crude methodology by incorporating in the model the population covered by the alignment and the connection cost associated with the uncovered population. This yields a covering path model or a median shortest path model, depending on whether one maximizes population coverage subject to constraints on the alignment, or whether one minimizes a combination of the alignment length and of the cost of reaching it. Another model belonging to the same class was recently suggested by Bruno et al. (1998a, b). Instead of maximizing population coverage, the authors work with O/D demands.

All the above models can be viewed as path-location problems in networks (see Mesa and Boffey, 1996 and Labbé et al., 1998), and can be formulated using the notation proposed in the latter reference. Let \( G = (V, E) \) be an undirected network where \( V = \{v_1, \ldots, v_n\} \) is a set of vertices and \( E \) is a set of edges. Let \( c_{ij} \) denote the cost (or length) of edge \((v_i, v_j)\), and let \( d_{ij} \) be the length of a shortest chain between \( v_i \) and \( v_j \). For \( S \subseteq V \), define \( \delta(S) = \{(v_i, v_j) \in E, i \in S, j \not\in S\} \). A non-negative demand \( w_i \) is associated with every vertex \( v_i \in V \). Let \( w = \sum_{v_i \in S} w_i \) be the total demand. In covering problems, for a given \( r > 0 \), define \( S_r = \{v_j \in V : d_{ij} \leq r\} \) as the set of vertices that can cover \( v_i \). Given a non-negative constant \( k \), we can define several problem classes, using the following binary variables: \( x_{ij} = 1 \) if and only if edge \((v_i, v_j)\) belongs to the solution; \( y_i = 1 \) if and only if vertex \( v_i \) belongs to the solution; \( z_i = 1 \) if and only if vertex \( v_i \) is indirectly covered; \( z_{ij} = 1 \) if and only if vertex \( v_i \) is assigned to vertex \( v_j \). If the objective is cost minimization, it can be written as

\[
\text{minimize} \quad \sum_{(v_i, v_j) \in E} c_{ij} x_{ij}. \quad (2)
\]

If total cost is a constraint, then

\[
\sum_{(v_i, v_j) \in E} c_{ij} \leq k. \quad (3)
\]

Similarly, a coverage objective can be expressed as

\[
\text{maximize} \quad \sum_{v_i \in V} w_i z_i \quad (4)
\]

and the corresponding constraints are

\[
\sum_{v_i \in S} w_i z_i \geq k \quad (5)
\]

and

\[
z_i \leq \sum_{j \in S} y_j \quad (v_i \in V). \quad (6)
\]

Constraints (6) ensure that vertex \( v_i \) is covered only if some vertex \( v_j \) is on the solution. If \( k = w \), then all the demand of the network is covered. If \( k < w \), we talk of indirect cover. In such a case, one may wish to minimize the sum of distances between the path and the demand points not on it:

\[
\text{minimize} \quad \sum_{v_i \neq v_j} w_j d_{ji} z_{ji} \quad (7)
\]

or impose a constraint on this sum of distances:

\[
\sum_{v_i \neq v_j} w_j d_{ji} z_{ji} \leq k. \quad (8)
\]

When using (7) or (8), one must introduce the following technical constraints:

\[
\sum_{j \neq i} z_{ij} + y_i = 1 \quad (v_i \in V) \quad (9)
\]

and

\[
z_{ij} \leq y_i \quad (v_i, v_j \in V) \quad (10)
\]

which force each vertex \( v_i \) to be on the path or to be assigned to another vertex \( v_j \). Whichever set of
The difficulty in all these models is to introduce constraints to properly control inter-station spacing which is crucial in most practical situations. Such restrictions are best handled through heuristics.

In recent years, two heuristics have been proposed for the single alignment location problem under a population coverage objective and station inter-spacing constraints. The first, by Dufourd et al. (1996), uses tabu search, a metaheuristic that iteratively explores the solution space by allowing intermediate deteriorating solutions (for a recent overview of this method, see Glover and Laguna (1997)). The method starts from an initial solution generated as a random walk in the plane. At each iteration, it moves one or several stations to neighbouring locations while preserving feasibility. The second heuristic, by Bruno et al. (1998a, b) gradually extends a partial alignment by locating one location at a time while ensuring that the candidate station can feasibly be linked with the partial alignment. An improvement phase extracts several partial alignments from a known feasible solution and extends them at both ends using the same rules as for the construction phase. Overall this algorithm works better than that of Dufourd et al. (1996). It is much faster and is far less likely to become trapped in a local optimum. A good solution can be produced even from a poor starting alignment. Tests on randomly generated instances show that the Bruno et al. algorithm consistently generates optimal or near-optimal solutions within insignificant computing times. Tests were also carried out using population data from the city of Milan and easily produced an alignment covering the main population centres.

There have been fewer studies on the simultaneous location of several alignments. One notable exception is the work of Wirasinghe et al. (1977) who analyze the design of a star shaped configuration in the context where passengers first use feeder buses to the closest station. The aim of this work is to determine, using analytical formulas, the ideal number of branches in the star and the location of stations. It is based partly on previous results by Vuchic and Newell (1968).

4. Locating stations

The methods outlined in Section 3 simultaneously locate an alignment and a set of stations. However, once the alignment has been determined, it often pays to fine tune the location of stations by means of an optimization algorithm. At this stage, since the alignment is known, it is possible to determine more accurately the catchment area of each station and therefore the total ridership of the alignment.

A well-known study in this area is the article by Vuchic and Newell (1968) who seek to determine the location of stations in an idealized star shaped system where people commute to a single point. The analysis takes into account passenger distribution along the line, access speed, dynamic characteristic of the train, standing time of the train in stations, and intermodal transfer time at stations. The objective is to minimize overall transportation time to the final destination. Using simultaneous difference equations, the authors show that for a uniform population distribution along the line, station spacings increase in the direction of passenger cumulation.

Laporte et al. (1998) disregard transportation time on the train and seek to maximize the catchment area of a single already located line, by appropriately locating stations on it, subject to inter-station constraints. They first discretize the alignment, but the level of accuracy can be quite high. For example, a discretization step of 0.1 km is quite realistic. Then, as explained in Section 2, concentric iso-distance curves can be built around...
each station. If the catchment areas $A_i$ and $A_j$ of two adjacent station locations $i$ and $j$ overlap, then an equidistance divisor can be drawn to determine which station the inhabitants of $A_i \cap A_j$ will patronize. The next step is to actually determine the size of population living between any two consecutive iso-distance curves in the catchment area of each station. Practically this can be quite difficult since population data are usually associated with census tracts and these do not coincide with iso-distance curves. However, precise population counts can be obtained by means of triangulation methods (O’Rourke, 1994) and computational geometry techniques (Laporte et al., 1998). Alternatively, geographic information systems software (Schweiger, 1992) can prove useful if analytical formulae for the iso-distance curves can be incorporated within such systems and if graphical representations of them are available. In practice, determining the population cover of each potential station may be sufficient. More accurate estimates of ridership (as opposed to total population) can also be derived by applying an attraction model (see, e.g., Ortúzar and Willumsen, 1990). Once the potential ridership of each potential station has been estimated, the actual choice of station locations can be obtained exactly as the solution of a shortest path problem on a directed graph $G = (V, E)$, where $V$ is the set of potential locations and $A$ is a set of arcs between the vertices of $V$. An arc $(i,j)$ is only defined if it is feasible, in terms of inter-spacing restrictions, to locate $i$ and $j$ consecutively on the alignment. The cost associated with $(i,j)$ is $M - c_{ij}$, where $c_{ij}$ is the expected population (or ridership) in area associated with the segment $(i,j)$, and $M$ is a large constant satisfying $M \geqslant \max_{(i,j) \in A} \{c_{ij}\}$. The computational feasibility of this approach is demonstrated in Laporte et al. (1998), using data from the city of Sevilla.

5. Assessing transit networks

As mentioned, we are not aware of any algorithm capable of producing a full transit network. However, analytical tools exist to assess the quality of a potential or real-life network. This line of research is rooted in the work of Musso and Vuchic (1988) who devised a set of measures to quantify various aspects of a metro network $G = (V, E)$. These include some simple indices such as the number of stations, the total length of the network, the number of lines, the number of multiple stations, and more sophisticated measures such as the number of minimal cycles (not embedding any other cycle), a network complexity indicator $\beta = |E|/|V|$, a connectivity indicator equal to the ratio between $|E|$ and the maximum number of edges that could potentially exist in $G$, and a directness of service measure equal to the proportion of O/D trips that can be made without transfers.

Laporte et al. (1994) have introduced two other measures. The first is the passenger-network effectiveness defined as follows. For each path $P$ between $v_i$ and $v_j$ on the network, $G = (V, E)$, first define the total passenger cost as

$$\theta_{ij}(P) = \sum_{(i,j) \in P} c_{ij} + r(P)t_f + (s(P) - r(P) - 1)t_s,$$

(14)

where $t_{ij}$ is the travel time between $v_i$ and $v_j$, $r(P)$ and $s(P)$ are, respectively, the number of transfers and edges on the path, $t_f$ is the transfer time and $t_s$ is the stopping time. Then the total passenger cost is

$$\theta = \sum_{v_i \neq v_j} \theta_{ij},$$

(15)

where $\theta_{ij} = \min_{P} \{\theta_{ij}(P)\}$. The passenger-network effectiveness index is then

$$\lambda = \theta / \sum_{v_i \neq v_j} t_{ij}.$$

(16)

The second measure is passenger-plane effectiveness, i.e., an index comparing passenger travel cost using the transit network with the cost that would be incurred if travel was made in the plane. Consider an $\ell_p$ norm describing walking distances. Given the matrices $\Theta = (\theta_{ij})$ and $M_p = (m_{ijp})$, where $m_{ijp}$ is the travel time between $v_i$ and $v_j$ computed with an $\ell_p$ norm, then the passenger-plane effectiveness measure is
\[ \mu_p = \| \Theta - M_p \| / |V|, \]  
\[ \text{where, given an } r \times s \text{ matrix } A = (a_{ij}), \text{ the Frobenius norm } \| A \| \text{ is defined as} \]
\[ \| A \| = \left( \sum_{i=1}^{r} \sum_{j=1}^{s} a_{ij}^2 \right)^{1/2}. \]

The conclusion of this study is that in circular cities, the cartwheel (Fig. 1(b)) and triangle (Fig. 1(c)) designs yield the best (smallest) measures. In grid cities, the modified grid (Fig. 1(e)) and half-grid (Fig. 1(f)) configurations are best in terms in of passenger-network effectiveness, but are inferior to grid configurations (Fig. 1(d)) with respect to passenger-plane effectiveness (see Table 1). Star designs (Fig. 1(a)) are the least efficient.

It should be noted that the networks of London, Moscow, Tokyo JR, Madrid and Hamburg belong to the cartwheel category, although they are rather more complex than the drawing of

\begin{figure}
\centering
\begin{tabular}{cc}
\includegraphics[width=0.4\textwidth]{star.png} & \includegraphics[width=0.4\textwidth]{cartwheel.png} \\
\text{a) Star} & \text{b) Cartwheel} \\
\includegraphics[width=0.4\textwidth]{triangle.png} & \includegraphics[width=0.4\textwidth]{grid.png} \\
\text{c) Triangle} & \text{d) Grid} \\
\includegraphics[width=0.4\textwidth]{modified_grid.png} & \includegraphics[width=0.4\textwidth]{half-grid.png} \\
\text{e) Modified grid} & \text{f) Half-grid} \\
\end{tabular}
\caption{Six basic network configurations.}
\end{figure}
Fig. 1. The cities of Prague, Frankfurt, Kiev and St. Petersburg exhibit triangular or quasi-triangular configurations. Montreal, Chicago and Toronto have modified grid systems.

This analysis only applies to the topological configuration of the network and assumes that all O/D pairs are equally likely. In a second study, Laporte et al. (1997) have studied passenger/network effectiveness and passenger/plane effectiveness of some configurations by dropping the uniformity assumption and by introducing mode competition. In particular, they make use of a deterrence function (Ortúzar and Willumsen, 1990) to adjust downward the expected travel demand between O/D pairs that are further apart. More specifically, consider two points \( v_i \) and \( v_j \) located on the network in two zones (a circular inner center \( Z_1 \) and an outer annulus \( Z_2 \)), and their respective catchment areas \( A_i \) and \( A_j \). The number of trips \( n_{ij} \) between \( v_i \) and \( v_j \) is computed as

\[
n_{ij} = b_{ij} f_{ij} g_{ij},
\]

where \( b_{ij} \) takes one of three values \( b_1, b_2 \) or \( b_3 \), with \( b_1 + b_2 + b_3 = 1 \), according to whether \( v_i \) and \( v_j \) are both in the same zone (\( Z_1 \) or \( Z_2 \)) or in different zones (one in \( Z_1 \), one in \( Z_2 \)). The second factor, \( f_{ij} \), is a ‘friction coefficient’ representing the total demand between \( v_i \) and \( v_j \). It is a deterrence function of the travel time \( x \) between a point \( p \times A_i \) and point \( q \times A_j \), of the form

\[
f_{ij}(x) = x^\gamma e^{-\beta x} (\alpha, \beta > 0)
\]

(see Ortúzar and Willumsen, 1990). Finally, a logit function of the form

\[
q_{ij} = \left(1 + e^{-\mu t_{ij}' - t_{ij}}\right)^{-1}
\]

is used to reflect mode choice, where \( \gamma \) is a parameter, and \( t_{ij}, t_{ij}' \) are shortest travel times between \( v_i \) and \( v_j \), using public transit and all the other transportation modes, respectively. Using suitable values for \( \alpha, \beta \) and \( \mu \), the authors have conducted numerical experiments on a number of idealized networks. These tests essentially confirm the conclusions of the previous study presented in Laporte et al. (1994).

### 6. Conclusion

The use of operational research methods in the area of rapid transit systems planning is still relatively new. This can be explained partly by the intrinsic difficulty of the underlying network design problem, and partly by the complexity of the decision process itself. There are more available analytical tools now than there were ten years ago and this trend is likely to continue in the near future. Powerful local search methods are now capable of producing good quality alignments, exact methods exist for fine tuning station location and measures have been proposed to assess the overall quality of a rapid transit configuration. In the area of algorithmic research, the next step will probably be the design of highly interconnected networks, and a better integration of travel demand functions within the network generation process. There is now a need for decision support systems containing algorithmic and geographic information features, and capable of generating within a short time several good quality scenarios, with a list of quantified attributes. The ultimate choice will always rest with the decisions makers, but we believe better decisions can be made if the alternatives to choose from are superior.

### Table 1
Comparison of some basic configurations for circular and grid cities

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Circular cities</th>
<th>Grid cities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Star</td>
<td>Circle</td>
</tr>
<tr>
<td>Passenger network effectiveness index</td>
<td>34.17</td>
<td>32.56</td>
</tr>
<tr>
<td>Passenger-plane effectiveness index</td>
<td>0.88</td>
<td>0.80</td>
</tr>
</tbody>
</table>

\((p = 1.5)\)
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