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Abstract

This paper proposes a novel distributed estimation andralomethod for uncertain plants. It is of application in these of
large-scale systems, where each control unit is assumeal/todtcess only to a subset of the plant outputs, and possibtyols

a restricted subset of input channels. A constrained conration topology between nodes is considered so the unitbenefit
from estimates of neighboring nodes to build their own eatés. The paper proposes a methodology to design a distlibantrol
structure so that the system is asymptotically driven tadldgiwm with Lp-gain disturbance rejection capabilities. A difficulty
that arises is that the separation principle does not hal@yvary single unit ignores the control action that othetsumight be
applying. To overcome this, a two-stage design is propd#estly, the distributed controllers are obtained to robustabilize the
plant despite of the observation errors in the controlleghoiu At the second stage, the distributed observers aigrambaiming
to minimize the effects of the communication noise in theeobation error. Both stages are formulated in terms of limeatrix
inequalities. The performance is shown on a level-congal plant.

Keywords: Distributed estimation and control, sensor networks, @ss@ontrol, linear matrix inequalities.

1. Introduction pipelines, electrical power grids water, manufacturingtesns,
large-scale structures, robotic systems, and multi-agest
tems, among others. In all these cases the centrality asgump
no longer holds, and a decentralized or distributed styait®g
often more desirable.

Although decentralized control can be traced back to thee lat
70s (see [9, 10, 34] and references therein), in these findtsvo
most real-time control tasks were loosely distributed ay th
were carried out within individual modules without commu-
e{ﬂcation among them. Nowadays, recent advances in micro-
electronics and communications technologies provide tis wi

Distributed control is a relatively mature field of research
and nowadays constitutes a relevant and attractive fieldsor
important applications and theoretical challenges. Onihef
main reasons is the applicability of these techniques tichy
large-scale complex plants, where traditional centrdlaehi-
tectures are often hard or even impossible to implement.

Traditional procedures for analyzing systems and desggnin
control strategies typically rely on the assumption of caity:
the information collected about the system, and the comput

tions based upon this information, take place sufficienthge : . .
P P o a wealth of cheap, customizable, embedded sensors with wire

to each other, such that communication issues can be neglectI icati ities. The advant fWireless S
In many today’s complex systems applications it is prefer-ess communication capacities. the advantage ot Wireless

able, if not unavoidable, to elude a centralized scheme for gorNetvvorks (WSNS).W'th respe(':tto'trgdltlonal techn:'isgs .
number of reasons, for example, lower wiring costs, exeessi enormous, as deploying and maintaining a geographically di

computational burden required for centralized implemiona tributed wired network of thousands of nodes is impractical
mitigation of failures by redundancy, increased flexikijlinod- The state of the art concerning distributed control stiateg
ularity, reconfigurability and reliability, etc. In otheases, asin COMPrises a vast number of techniques, taking different ap-
geographically distributed systems, it is not realistiassume ~Proaches depending on the problem nature and, in many cases,
that each control agent can use all the measurement sighals 32Sed on the area of expertise of the authors. It is possible,
the system to generate its local control input. In other wprd however, to group the works in a couple of main research:lines
some constraints on information flow between agents must bgoN{rol of muiti-agent systems and large-scale plants. -
considered. The first line refers to the problems of controlling/moniitay
Distributed estimation and control finds application in yan @ number of entities, called agents, that interact with the-e

fie'dS, such as traffic SystemS, water de"very Channel@aﬂ" ronment in the pursue of a control ObjeC'[ive that must be col-
lectively achieved. This line has revealed itself as a veoy p

1Corresponding author QUctive tqpic of r_esearch with applications thqt have blmmlc
2The authors would like to acknowledge MCyT (Grant DPI2091:584) into a variety of fields as scheduling and planning [6, 4C3gei
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nostics [8], condition monitoring [3, 27, 41], distributedntrol ~ sumption [31]. This means that the network of nodes is alsle, a
[3, 14, 41], hybrid control [13] and congestion control [BB]  a whole, to observe the complete state.
among others. A difficulty that arises with this formulation of the problem

In the control field, consensus ideas have been especiallg that the separation principle does not hold, as the nagles i
prolific. The problem here consists in controlling a numbernore the control signals that other actuator nodes are imgply
of agents with identical dynamics. Many works in the field To overcome this, a two-stage design is proposed. At the first
model the agents as integrators [21, 31], though extens$ions stage, the distributed controllers are obtained to ropustt-
more complex systems can be found in [1, 19, 30]. Some othéhsilize the overall system despite uncertainties and olasienvs
studies take into account the communication channel pingos errors. At a second stage, the observers are designed stch th
event-triggered solutions [11], or consensus with delag$. [ estimation errors are asymptotically stable withgain distur-

The second main research line in distributed control referance rejection capabilities. Both steps are formulaténigus
to the problem of controlling large-scale systems. Tymycal the Lyapunov theory and solved in terms of Linear Matrix In-
large-scale control systems have several local contrbbe®  equalities (LMIs), for which efficient computational toaise
each one having access to some local outputs and controllingidely available.
only some specific input channels. All the controllers are in It is important to emphasize that the proposed method does
volved, however, in controlling the overall system. not impose any specific constraint on the plant to be coetloll

It is remarkable that many authors have followed ideas ofthere is no need to be stable nor decomposable in any spe-
Model Predictive Control, [4, 5, 12, 22, 23, 26, 29, 33, 35, 39 cific way). The design procedure, though requires a cenéali
In [25] a different solution is proposed based on semi-activ off-line computation of controllers and observers, alldulyy
control with applications to large-scale civil structur@éscom-  distributed implementation. Remarkably, the methodolagy
pletely innovative idea is proposed in [7], where the plant i counts for overlapping control where different nodes can si
modeled using small modular blocks that communicate withmultaneously provide control signal for the same contraireh
their neighbors. These modules can be stacked buildingdargnel. This approach increases reliability and controligbibf
scale systems. The controllers are also modular and areiassothe overall plant. Delays and packet dropouts are not e#plic
ated to different plant modules. Most of these works, initigd  considered in the approach since there is a wealth of relevan
[28], decompose the plant in smaller subsystems that are copractical applications where this limitation is not an issspe-
trolled by different nodes. This decoupling is referredkanp  cially in the context of modern communications networkswit
dynamics or control actions. increasing reliability and speed.

A closely related line of research is the so-called decen- As an application example, the proposed method has been
tralized overlapping control, where different contraflere al-  successfully tested in a level-control real plant.
lowed to share control inputs of the plant. The decentrdlize The rest of the paper is organized as follows. Section 2
overlapping control is fundamentally used in two caseshint describes the system set-up as well as the different devices
first case, the subsystems of a system (referred to as overlapvolved. Section 3 formulates the problem under study.
ping subsystems) share some states [16, 17, 37]. In thisitaseSection 4 deals with the controllers design problem and@ect
is usually desired that the structure of the controller imesdthe 5 with the observers design. Section 6 studies an applicatio
overlapping structure of the system [37]. The second s@imat of the proposed distributed scheme to a coupled tank system.
considers some limitations on the availability of the statk Finally, Section 7 summarizes the research in this paper.
this case, only certain number of the system outputs aré avai

able for constructing each control signal. Notation: R" denotes the-dimensional Euclidean space,
In this work, a novel distributed control scheme for large-gn<m js the set oh x m real matrices| is the identity matrix
scale systems is proposed. The control scenario consisis of of appropriate dimension§, || stands for the Euclidean vector
uncertain linear process which is to be controlled and m0n|n0rm or the induced matrix 2-norm as appropria‘[e_ The nota-
tored in a distributed fashion by a number of interconnectegion X > 0 (respectivelyX > 0), for X € R™" means that the
nodes with a given topology. Each node is assumed to have agatrix X is a real symmetric matrix positive definite (respec-

cess to a limited subset of the plant outputs, and may pgssibkively, positive semi-definite). For an arbitrarily real tria B
generate a control signal for a restricted subset of therabnt A

channels. The problem so formulated entails the design of a@nd two real symmetric matricésandC, | =~ | denotes

estimation and control structure for every node, such that t a real symmetric matrix, where denotes the entries implied

collective control action robustly asymptotically driviée sys- by symmetry. The symbab stands for the Kronecker product.

tem to equilibrium. For any finite energy signal(t), ||a(t)||., is the #%-norm of
To this end, every node is assumed to run its own estimatcm(t), defined aga(t)|| », = I’y a' (t)a(t)dt.

of the plant states, resorting to a Luenberger-like obsestvec-

ture improved with consensus strategies, that allows tliesio

to benefit from the estimations of neighboring nodes. Lobal o 2. Problem description

servability is not assumed, that is, no node is able to estima

the full plant states based only on its direct measureménts o Consider the scheme depicted in Figure 1, whErés

the plant. However, collective observability is a necegsar  an uncertain continuous-time plant being monitored/aoled



Figure 1: Network of sensors (s) and actuators (a) for disted control and
observation.

through an interconnected sensor network. The notatiates!
to the distributed scheme is summarized in Table 1.

In the following subsections, the different elements caspr
ing the aforementioned system are described in detail.

2.1. Plant

The dynamics of the plark to be controlled is given by the
following equations:

-

wherex(t) € R" is the state vectom(t) € R™ is the control
input,z(t) € RYis the controlled output, an@(t) € R" denotes
anl, external perturbationA, B, By, andD are some constant
matrices of appropriate dimensions. The initial conditibthe
system ix(tp) = Xo.

Function fn(t,x(t)) : R+ x R" — R" represents nonlinear
uncertainties of the plant to be controlled. It is assumed th
fn(t,X(t)) is a piecewise-continuous nonlinear functior and
X, that satisfies the following quadratic constraint corditi

)

X(t) = AX(t) + BU(t) + fa(t,X(t)) + Beoo(t),

2(t) = Dx(1), (1)

f7(t,x()) f(t,x(t)) < a®T ()HTHx(t), ¥t >0,

wherea > 0 is the bounding parameter of the uncertain func-

tion andH is a constant matrix. Some systems with mild non-
linearities operating in the proximity of a set-point canauke-
quately described with model (1). The four-coupled tank sys

tem used in this paper is an example, as it will be shown in

Section 6.
Consider a partition of the control signat) as

®3)

whereu; € RY (i = 1,...,p) is the control signal that actua-
tor i applies to the system arglis the number of nodes in the
network. It is assumed thgqp:ldi > m, so that overlapping is

3

Description

X  State of the system

U Control input by node

yi  Output measured by nodle
X Estimated state

M; Luenberger-like gain

Nij Consensus matrix

Ki  Controller gain

Table 1: Notation

considered. Control matrR is consistently partitioned accord-
ing to the dimensions of each individual control inpytthat is,
B=[B1 Bz ... Bpl.

The final objective of this work is to stabilize the plant (3) b
applying suitable control inputg (i =1,...,p). In the devel-
opments to come, the following stability definition will bead.

Definition 1 [36]. System (1) is said to be robustly asymp-
totically stable with degree if the equilibrium pointx(t) = 0
is globally asymptotically stable for afl(t,x(t)) verifying (2).

2.2. Network

The network in Figure 1 is topologically defined by its graph
¢ = (v,&)withnodesy = {1,2,...,p}and links& C ¥ x ¥
The set of nodes connected to ndde named theneighbor-
hood of i and is denoted by# = {j : (i,j) € &}. Directed
communications are considered so that l{inlj) implies that
nodei receives information from node

2.3. Nodes: sensors and actuators

Consider the distributed elements or nodes. As it has been
already described, the nodes in the network can play thefole
sensors, measuring local plant outputs, the role of cdatsyl
providing a control signal to a subset of the plant contrel in
puts, or both. Furthermore, the nodes require the infoonati
exchanged with their neighbors to observe the full plartesta
Next, a common model valid for all nodes is presented.

A generic node may receive information from the plant
yi(t) € R" and may apply some control inpuf(t) € R%. The
output and input vectors are defined as

yi(t) Cix(t) +vi(t), (4)
ui(t) Ki%i(t), (5)

wherex; € R" denotes the estimation of nodend matrices

G (i € ¥) are known.K; (i € ¥) are the local controllers to
be designed. The signalt) € Lz[to, ») represents an additive
noise affecting the sensor measurements.

Local observability is not assumed, that is, the paksCi)
are neither observable nor detectable. However, a negessar
assumption for the problem to be solvable is thaliective
observabilityholds, that is, the network as a whole is able to
observe the state of the plant (see [31] for a formal defimitio
of this concept). Mathematically, this assumption imptiest



the pair(A,C) is observable, whel@ = [C{ C] ... C]]T.
Remark.
actuation capabilities. However, in the present formatathis
is not a necessary condition. By setting matriGgs= 0 or
B; = 0, nodei loses sensing or actuation ability, respectively.

In general, estimated and actual control signals diffenvHo
ever, if the observers are designed in such a way that nodes

In general, the nodes exhibit both sensing andestimations converge to the plant states, these diffesgnice

gressively vanish.

Remark. Modern networked control strategies are nowadays
implemented resorting to packet-based communications. No
tice however that, as is common practice in digital contral a

In order to perform the estimation of the plant state, everywithout loss of generality, the plant dynamics, observars r

node runs an observer described by

i (t) AR (t) +BaGi(t) + Mi(yi(t)
+ ) Nj(x(t) —%(t)),

jeM

—Ci%i(t))

(6)

wheredi(t) € R™is an estimation of all the control actions ap-
plied to the plant at timg, defined by

T _ KT T
with controllerk™ = [K] KJ ... KJ].

ning in the nodes, and the applied control actions are mddele
as continuous-time processes. The remaining elementthe c
munication links, can also be modeled as continuous-tiroe pr
cesses as far as the communication characteristic timeegre
ligible with respect to the plant’s dynamics. This case isums
common in modern high-speed communications networks us-
ing error-free protocols. This assumption justifies the ofse
continuous-time formulation throughout the paper.

2.4. Preliminary results
So far, every element in the distributed scheme given in

Looking at equation (6), each node has two different sourcebigure 1 has been introduced. The following propositions

of information to correct its estimations. The output rgedi

from the plant is used in the same way as a classical Luenbergstate according to the described setup.
observerM;(yi(t) —Gi%i(t)), beingM;, i € 7, the observer gain augmented vectore' (t)

to be designed.

present the dynamics of the estimation error and the plant
Let us define the

ep(t)]" and

T

&

el e ...
v(t) = [V (t) v} Vo

() Vi) ... VIO,

On the other hand, the information received from neighbor-

ing nodes is also used to correct the estimatidhgX;(t) —
Xi(t)), Vj € A, whereN;j, (i, j) € & are the consensus gains to
be designed.

Using a compact notation, le#,./",.# denote the sets of

observers and controllers given by
M = {Mie vV},
A = {Nj,(i,j) € &},
x = {K,ie?}.

The observation error is defined as

& (t) = x(t) —%(t). (@)

It is worth recalling here that no node knows exactly the ac-

tual control signal applied to the plant, as each actuatplieg
a different control signal based on its particular stataresion

(5). However, each node needs a control signal to estimate th

state of the plant according to (6).

This fact constitutes a serious drawback in mixed contrdl an
estimation schemes. In order to make equation (6) reaézabl
the solution proposed in this work consists, roughly spagki
in allowing each node to run its observer as if all controLitgp
were decided based on its particular estimate. That is

p
B (t) = BKR (t Z iK%t

The actual control signal applied to the plant is built based

on the estimates of each node

P
ZBJK % (t

Proposition 1. The dynamics of the state of the pla«t) is
given by

X(t) = (A+BK)X(t) + Y()e(t) + fn(t,X(1)) + Bow(t),

where

(8)

Y(#)=[ —BiKi —BoKz —BpKp .

The proof is immediate from equation (1).

Proposition 2. The dynamics of the observation error vector
e(t) is given by
et) = (®(A)+W(A)+NA))et)
+ 1@ (Bpw(t)+ fa(t,x(t))) — (2 )Vv(t),
where the matrix functions are defined by

(9)

O() = diag{(A—MiCy),...,(A—MCp)},
Y(H)
W) = diag{BK,...,BK}+ : ,
Y(H)
N(#) = diag{My,...,Mp},
NA) = 5 ONy),
(i,))e&
with
col. i j
0 0 0 -0
O(Nj) = O —Nij . N.ij . 0 rowi °
0 0 0 -0



The proof is detailed in Appendix A. whereP is a positive definite matrix. The following theorem
presents the design procedure to obtain the controlers

3. Problem formulation (i € 7) according to the definition of the problem.

In this section, the problem to be solved is formally stated. Theorem 1 Given a positive sca]au >0, assume that a
Before proceeding, some preliminary issues are examined. positive definite matrlx X gny.matnx Y, and a positive scala
As it can be seen from equation (8), the dynamics of the pIarfP solve the following optimization problem:
is aﬁgcted by gxternal disturba.nmast) and observation errors max Amin(X)
g(t) (i € 7). Since the control inputs are performed according XY.p
to the node estimates, the observation errors can be viesved & biect to
external disturbances to the plant state, deviating tkespanse )

from the ideal situation in which a centralized state feetba [ ¢ pl ByX (Y) XHT XDT ]
control is implemented. This way, the vector of disturbance x  —pl 0 0 0 0
signals for the plant is defined dgt) = [e" (t) w'(t)]". « % =X 0 0 0

Similarly, the dynamics of the observation error (9) is * * x  —lpeX 0 0 <0, (11)
affected by external disturbances(t) and measurement % * * % — £ 0
noisesv(t). In this case, the disturbance vector is defined as | , " " . _
de(t) = [T (1) VT (1)]T. - )

where
Definition 2. Robust distributed control and observation Vi) = [ BISY BoSY - —BpSyY ] 7

problem. Consider an uncertain plant with dynamics given by
(1). The plant is being observed and controlled by a set of S = [Ogxdy - ldxd -~ Odixdy |, i€V
nodes which are connected by means of a network represented.l.hen
by a graphg = (¥,&). The dynamics of the nodes are given K .
by (6). Each node may receive an output from the plant (4) an
may apply a control signal according to (5).

Therobust distributed control and observation probleon-
sists of finding observersl;, i € 7/, andNj, (i,]) € &, and
controllersK;, i € ¥/, such that:

by designing the distributed controllers as
i = SYX™1 (i € ¥), the system is robustly asymptoti-
gally stable with degree for d,(t) = 0 and the.%, gain from
d;(t) to Z(t) is given byy = 1/Amin(X).

Proof. The proof is based on the Lyapunov theory. Rss
positive definite, the Lyapunov function (10) is positive &l
1. The dynamics of the system stai¢) and the estimation X(t) # 0 and zero only fok(t) = 0.

errors are robustly asymptotically stable with degrefer The derivative of the Lyapunov function is given by

w(t) =v(t)=0. : T .

2. Under the assumption of zero initial condition for thenpla (1) = 2 (BX().
state, the effects of the external disturbances and the-obse ysing the evolution ok(t) in Proposition 1, the derivative
vation errors are attenuated in the controlled outpugby can be written as follows
such that|z(t) | #, < wl|dz(t)]|.»- :

3. Under the assumption of zero initial conditions for the es ~ Vx = 2X" P(A+ BK)x+ 2X"RY(#)e+ 2X" Py( o+ w).
timation errors, the effects of the external disturbances a

the measurement noises in the estimates are attenuated b)}\low, some null terms are added to the derivative

Ye, such that|e(t) || «, < Yel|de(t)||.2- Vi = 2X"B(A+BK)x+2xX"BY(#)e+ 2x B (fn + w)
In the following sections a solution to this problem is pre- + EfnT frtw Rwte Retz'z,

sented. It consists of a two-stage design procedure. irstl
stabilizing controllers are designed to satisfy the disamice
attenuation constrainy. At the second step, the observers are
designed to guarantee stable estimation errors and to igim

the attenuation indeye. Vy=ETRE +efT fot 0 P+ 6 Pe—2'z

wheree is a positive scalar ané = |, @ P

Defining an augmented state vector ag' =
(X" fT " eT], previous equation can be rewritten as

4. Controllers design where

PA +ALR+DTD P RB, RY(¥)

The first step of the procedure described above is presented i * _el 0 0
this section. In order to guarantee stability, a Lyapunasdul Fx = % % -3 0 )
approach is employed. Concretely, the following clasdigal % % % =Y

punov function is chosen:

Vi(t) = xT (1)Px(t), (20) 3Time references have been removed to alleviate the notation



with Ax = A+ BK. the resulting inequality byliag{P; 1,e 1R, 1,R, 11,1} and
The termef[ f, can be bounded bya2x"HTHx. Then, it  its transpose, an inequality with the same structure of (11)
turns out that the derivative of the Lyapunov function casoal is obtained by defining = 71, X = P, 1 andY = KP_ L.

be bounded as follows, Therefore, if LMI (11) is satisfied, theBy < 0 holds. O
W< ETEE+ 0 Rw+e'Re—2'2 (12) Theorem 1 solves the first two points of the robust distribute
control and observation problem given in Definition 2. The-co
where : ;
eq?HTH 0 0 0O trollers are synthesized to a_ttenuate disturbances dugdameal
_ . 00 0 perturbations and observation errors.
==K+ 3 « 0 0 (13) The optimization problem with linear constraints proposed
N « % 0 in Theorem 1 can be solved using efficient interior point algo
rithms, as for instanceincx in Matlab. The interested reader
Assume now thaEy is negative definite. may find some examples in [2].

e Forw(t),e(t) = 0,Vt, the following holds:
5. Observers design
Vx < ETEXE ~7'z (14)

This section is devoted to the second stage of the design pro-
cedure. The objective is the synthesis of the observersthath
the estimation errors are asymptotically stable. Addiibn
the effects of the measurement noises are attenuated.

As before, a Lyapunov-based approach is followed. In this
case, the Lyapunov function includes terms related to the ob
e Taking into accounEy < 0, the term&T=,£ is negative servation error and the state of the system, as both dynamics

definite. Thus, forw, e+ 0 and under zero initial condi- are coupled:

tions,

As =4 is negative definite, one can obtain th&ft) de-
creases for all. ThenVy(t) < —d||x(t)||? for a sufficient
small d > 0, which ensure asymptotic stability of system
with degreeq.

W< —Z'z+ w Rw+e Re (15) Ve(t) = XT (t)Px(t) + €T (t)Pee(t),

+ WhereB was designed in the previous section &aé a block
diagonal matrix

Vi (t) = Wk(to) < —/t ZT(S)Z(s)ds PO .. 0
t © O R ... O
+ | (0" (9Pw(s) + €T (s)Pee(s)) ds Pe=| .

fo

Integrating both sides of (15) frotgtot, one can see tha

0 0 ... P
Then, letting — o and taking into account that under zero

initial conditionVx(tg) = 0 and the positive definitiveness
of the functional, it can be shown that

where matrice® € R™" (i € ¥) are positive definite.

Recalling the dynamics of the observation error given
in Proposition 2, it is worth mentioning that the separation
© - © T principle does not hold here. The main implication of thistfa
/to z (s)z(s)dsg/to (w (S)Bww(s) +e (s)PXe(s)) ds is that the design of the observers depends on the controller

gains previously designed through Theorem 1. The following
The quadratic terms on the right-hand side of the equatiotheorem presents the synthesis procedure Nprand N;j
can be bounded using the properyPx < Amax(P)x'x, (€Y. ] €A).
for P > 0. Therefore:
Theorem 2. Given scalarsa,y. > 0, a positive definite

zt)lz, < Amax(R)(|w®)].2+|et)].z) matrix R, and controllers K i € ¥/, assume that the LM[16)
has a feasible solution for a positive definite matrix, P
< /\max(Px)”dZ(t)”fza . . . L
any matrices WX;j (i € #,j € .4) and a positive scalar
where it has been used thafax(P) = Amax(P)- g. Then, if the observers are designed asMP~'W and

Nij = Pi_lxu', ie?, |je A, the estimation errors of the all

Hence, if=4x < 0 the asymptotic stability of the system is the nodes are robustly asymptotically stable with degmee

gil/J;rar&e)ed and th#? gain fromd,(t) to z(t) is s = Amax(Px) = for de(t) = 0 and the % gain from @(t) to &(t) is lower thanye.
min .

It remains to prove that matrixy is indeed negative definite. ~ proof. The proof is very similar to that of Theorem 1. The
To do so, Schur complements are applied to the inequalityerivative of the Lyapunov function is
=4 < 0 to eliminate the quadratic tern3'D and ea?H™H
from the element1,1) of =,. Then, pre and post-multiplying Ve(t) = 2xT (1)Bx(t) + 2T (t)Pe(t).

6



(61 P BB, 0 |-RBiKg —BBpKp | 0 eHT ]
x —&l 0 0 Py Py 0 O
x o+« =yl 0 BLP BL,Po 0 0
x % =yl -w -W) 0 0 <0, (16)
* * * * B55a + Bs5p + O55¢ | 0
* * * * * —I 0
B * * * % * —Egzl ]
where
611 = P(A+BK)+ (A+BK)TR,
[ PLA+ATPL—WIC; — CTW 0
955a = " . )
I x ... PoA+ATR, —W,Cp—CoW,
[ PIBK+KTBTP, ... 0 P1B1K1 +K{B{ Py P1BpKp
i * ... PpBK+KTBTR, x ... PpBpKp+KIBLP,
col. [ j
0O --- 0 ... 0 ---0
Ossc = : : . :.. i P
(i,yggé” o ... _x” X|J ... 0 row i
0 0 0 0
Using the evolution ok(t) in Proposition 1 and o&(t) in  with IR = R(P(2)+W(H) NN +

Proposition 2, the derivative can be written as follbws

Ve = 2XTR(A+BK)x+2x"BY (¢ )e+ 2x" B fy
+ 2X"PBuw+ 26" Po(P() +W(H )+ NN ))e
+ 2e"Pe(l @ fn) + 2" Po(l @ Byyw) — 26T Pl (.7)V.

Adding some null terms to the derivative, it yields

Ve = 2XTR(A+BK)x+ 2x"RY (¢ )e+ 2x" B fy
+ 2X"PBupw+ 26" Peo(P() +W(H )+ NN ))e
+ 2e"Po(I ® fn) + 26T Po(l © Byw) — 2€" Pel1 (.7 )V
+ elet P(w w+Vv'v)+efl f,.

Now, defining a different augmented vectdras {' =

(D(A)+W(H)+NAN)) P,

Using the bound oref] f,, Ve(t) can be bounded as it
was done folV(t) in the proof of Theorem 1. Then, Schur
complements are applied following the same procedure. The
application of Schur complements together with the changes
of variablesM;R, = W and N;jR = X;j, allow to obtain that
=ex IS negative definite if the LMI (16) holds. This way, it is
straightforward to follow the rest of the steps in the probf o
Theorem 1 to deduce the robust stability of the estimatioorer
as well as the bounfe(t)|| «, < ve||de(t) ]| O

The results given in Theorems 1 and 2 deserve some com-
ments concerning the practical implementation of the psedo

(X" fi @' vT €], the last equation can be rewritten in the scheme. In particular, the computation of the controllers a

following form,
Ve={"Zex{ —€ e+ ef] f+ y2(0" w+V'V),

where

611 P PRBy 0 | —RBiK; —RBpKp
x —&l 0 0 P . Po
Zex=| * x -yl 0 BLPL BL,Po
% x =yl | -M[Py -MJjPp
* * * * | =3°

—ex

“Time references have been removed to alleviate the notation

observers makes implicit use of the network connectiviy (

and the input and outputs channels of all ageBt<X). There-

fore, this implies that both problems must be solved in a cen-
tralized way, which can be computationally complex when the
system dimension, the agents, and the number of connections
are large. However, the design problem needs to be solvgd onl
once and this is made offline.

Once the controllers and observers are synthesized, every
node requires only local information to carry out its tasks:
plant outputi(t) and state estimations from neighboring nodes
Xj(t), j € A. Hence, the implementation is completely dis-
tributed.



Description

hi  Water level of tank

vi  \oltage of pumpg

h?  Reference level of tank

W Reference voltage of pumip
Ah;  Increment ohy; with respect tdwiO
Av;  Increment ofv; with respect to/i0

s  Output to be tracked

r  Outputreference fas
Ah,  Reference level with respect b8
Av;,  Reference voltage with respectd

Table 2: Notation related to the plant

e Tanks 1 and 3 are coupled by opening the corresponding
valve.

—® R

» Q O [
Figure 2: Plant of four-coupled tanks. S ]] 1 ; a

6. Application example l

This section presents an application of the proposed dis-
tributed scheme to test its performance in a real system. The
plant and the experimental setup are described, providing a
the considerations related to the distributed schemer,Lsite-
ulation and experimental results are presented.

N

purﬁp

6.1. Plant description

The quadruple-tank process introduced by Johansson [20] Figure 3: Schematic configuration of the coupled tanks
has received a great attention because it exhibits integest
properties representative of relevant problems in botearh The distributed scheme proposed in this chapter can find a
and industry. The system exhibits complex dynamics, iriolyd ~ Possible application in large-scale chemical plants, eve-
interactions and a tunable transmission zero location. pled processes (represented by the coupled tanks) can be lo-
The experiments have been performed in the 33-041 Couplegpted hundred of meters away from each other. In these situa-
Tanks System of Feedback Instruments, see [18]. A picture dfons, communication between local sensors and contsatken
the platform is given in Figure 2. It is comprised of 4 tanks, b€ expensive using classical point-to-point wired netwpso
each one with a pressure sensor to measure the water leel. TBNly neighboring devices should be able to communicate.
couplings between the tanks can be modified using seven man-In this experiment, a reduced network with 4 nodes is pro-
ual valves. Water is delivered to the tanks by two indepetigen Posed, two of them being sensors and the other two sen-
controlled, submerged pumps. Drain flow rates can be modsor+actuators. Figure 4 shows a block diagram of the whole
ified using easy-to-change orifice caps. Notation relatet wi System. Each node has been tagged from 1 to 4 according
the plant s given in Table 2. to the number of the tank whose level it is measuring. Node
The coupled tanks are controlled using Simulink and an Ad1 (respectively 3) applies the control signal to pump 1 (2).
vanced PCI1711 Interface Card. The system is highly configThe nodes communicate by means of a network with topol-
urable, due to the numerous available valves. For the experPdy 2< 1« 3« 4. Please note that no node can estimate
ments, the fo”owing Configuration is chosen (See Figure 3) the whole plant state based Only on the available local nteasu
ments of the plant.
o Input water is delivered to the upper tanks. Pump 1 feeds The objective of the experiments is twofold. First, theestat
tank 1 and pump 2 feeds tank 3. of the plant must be monitored from every node. Secondly, the



belonging to the interval of interest relative to tank leyeFor
instance, the linearization error of tank 2 is given by:

_ al\/— 3/2 (Bhy () 2 az\/— 3/2 (Bhy(t)

Given the interval of interest, the maximum valug®f| can
be found, which is an upper bound of the linearization eiffor.
the other tanks, an equivalent procedure can be used taobtai
the maximum ofRy|, |Rs|, |Ra.

Note that the maximum ofR;| depends quadratically on
Ah(t). Recalling the model of the nonlinear uncertainties in (2),
the maximum of f,(t,Ah(t))| depends linearly oAh(t). As it

_ o _ is always possible to upper bound a quadratic function uaing
Figure 4: Dlst.nbuted control scheme with 4 nodes. quesd:ﬂare sen- linear one around the equilibrium point, suitable valugsHo
sor+actuators; nodes 2 and 4 are sensors. Blue dotted épessent the com- . o . .
munication links. anda can be found in order to take into account the lineariza-
tion errors. Needless to mention, the larger interval afriest,
the larger value for (given a fixedH). For the rest of the

water level of the two lower tanks is to be controlled. sectior?, H = 1 4 anda = 0.01.
The objective is not only to stabilize the plant around the
6.2. Plant modeling linearization point, but also to track references. To dotie,

Th led tank b i deled b ¢ ths stem output is set as= C;Ah, whereC; is a matrix that se-
foIIovx?incoﬁgnelinezrr] n?o(zjaerl]' € easlly modeled by means o cts the water level of tanks 2 and 4. The references ar@give
9 ' by the vector. At the equilibrium points, it should be verified

dhy (t) a1 a3 s~r andAh; ~ 0. To perform the tracking task, the incremen-
= " aVvaAmO+ma®) - v —hs). g equilibrium points(Ahy,Av;) associated with references
dhp(t) a1 \/Zghl \/29h2 are found as follows:
dt
dhg(t) 0 = AAhr + BAV(,
) 2 g+ valt) + 222 /2000 (©) ~ o). C_ o,
%t(t) = a3 \/29h3 \/29h4 Rewriting the equation above in blocks, it yields
whereh(t) (i = 1,...,4) denote the water level in the tanks, { 0 } _ [ A B ] { Ahy } ’
(i = 1,2) are voltages applied to the pumps(i = 1,...,4) are r C 0][Av

the outlet area of the tanka,; s is the outlet area between tanks
1 and 3,n is a constant relating the control voltage with the
water flow from the pumpA is the cross-sectional area of the
tanks, andy is the gravitational constant. Ahy A Bl o

This system is linearized around the equilibrium point give { Av; ] = { C, 0 } [ r }
by h? andu?, yielding

so that the incremental equilibrium point associated witlan
be obtained as

Itis assumed that the references are reachable by the system
Ah(t) = AAR(t) + BAV(t) + fo(t,AR(t)), (17) thatis, the inverse above does exist. Finally, to trackresfees,
we must stabilize the following system.
_ 0 01T _
where Ah(t) = [hl(t)T hy . ha(t)—hj]" and 'Av(t) = %(t) = AX(t) + BU(t) + fn(t.x(1)), (19)
[vi(t) =V va(t) —V3] . MatricesA andB are obtained by us-
ing a Taylor expansion of the nonlinear equations of the modewherex(t) £ Ah(t) — Ah; andu(t) £ Av(t) — Av;. Note that this
(18). system has the same structure that the one described in (1).
The nonlinear terniy (t,Ah(t)) in (17) includes the lineariza-
tion errors. For each tariklet R, denote the linearization error 6.3. Simulation results
of this tank. This error is given by (see [32]): In the simulation example, the objective consists in tragki
the following reference:

hi(t))?, e Fromt =100 s tot = 500 s, the water level in tank 2 and
4 should rise 4 and 2 cm, respectively.

where functiongy; represent the influence of the tank leyel
on the dynamics of level Variableg; is an unknown number 50Observe that the multiplicative constantsRnare of order 104,

9




r a9 2139 T
ag __ &g 0
A= A@ A\é@ __ &9 _ 2139 0 , B= 8 0 (18)
3
_ i i e Wl
Value Unit  Description The references are tracked and the control performance is
satisfactory. The plant has a characteristic rise time 6fg-
h; 0-25 cm  Water level of tank onds. With the distributed control strategy, it is reduceap-
\% 0-5 V  \oltage level of pump proximately 100 seconds. Note that the control objective is
A 0.01389 m?  Cross-sectional area track references in tanks 2 and 4, so that overshooting kstan
a 50.265e-6 n?  Outlet area of tank 1 and 3 is allowed to improve the tracking performance. By
a;s 50.265e-6 n?  Outlet area between tanks 1 and 3 properly tuning the controller, it is possible to obtainvets
n 0.22 g% Contantrelating voltage and flow response with less overshooting.
h 9.55(12.6) cm Reference level of tank 1 Furthermore, it can be observed that the observer perfor-
hy 16.9(12.6) cm Reference level of tank 2 mance is also adequate. Figure 6 shows the estimation in node
hg 7.6 (11) cm  Reference level of tank 3 1 of the water level of tanks 2 and 4. It is worthwhile to recall
h?1 14.1 (11) cm  Reference level of tank 4 that node 1 measures only the level in tank 1. In order to esti-
v 3.3(3.5) V  \oltage level of pump 1 mate the height of the water column in tanks 2 and 4, node 1
v 2.6 (1.5) V  \oltage level of pump 2 needs to communicate with its neighbors. The stabilization

Table 3: Parameters of the plant. The terms in parentheselated to the

simulation experiments.

e Fromt = 500 s tot = 900, the water level in both tanks

should go to the equilibrium point.

e Fromt =900 s tot = 1300 s, the water level in tank 2 and

4 should rise 1 and 1.5 cm, respectively.

e Fromt = 1300 s, both tanks should reach the equilibrium

po

The equilibrium point is defined in Table 3 in parentheses.

int.

The result of the simulation is shown in Figure 5.
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Figure 5: Water level of the four tanks in simulation

the estimation error is faster than the tracking. Node leags
a tolerable estimation of the water levels in tanks 2 and 4 in
30-40 seconds.

N h2
N h4
— — —estimated h2

— - —estimated h4 |

[
'
T

water level(cm)
=
w

200 400 600 800 1000 1200 1400 1600
time(s)

Figure 6: Water level of tanks 2 and 4 and the estimates in hdadsimulation

6.4. Experimental results

This section shows the experimental results obtained in the
FeedBack Coupled Tank System. The references in the first ex-
periment are identical to those of the previous simulatibime
linearization point is different, see Table 3. Figure 7 dépthe
evolution of the water level for the four tanks. The estirsate
node 1 of the levels in tanks 2 and 4 are shown in Figure 8.

The control performance is similar to that obtained in simu-
lation. Again, with overshooting in tanks 1 and 3, a rise tiohe
approximately 100 seconds is achieved. The estimator ie nod
1 also shows a good performance.



22
24} - --h| —h,
20t i
22 hz al hz
- - -h, | 18t —hy|
20 h h
. —h, - WMM"\/VV\/\/VWJ\’W"/\’W\JV\I\/"J —nh,
€18 : 16t 1
o 16f : , D 14l - |
SETN ‘ | 512
] I L4t 1 Q [
£ L0 it | 2
s Yy L :_-'. =10 MWMM
10§, ~; A TG e ,f"w-f‘-w-“
8kl [ r ! | 8L ]
{ad ! " s ateemin e 1, ety
L Lt v | 6 1
6 \
4 ‘ ‘ ‘ ‘ ‘ ‘ ‘ 4 ‘ ‘
0 200 400 600 800 1000 1200 1400 1600 o 50 100 150 200
time(s) time(s)
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Figure 10: Disturbance rejection when 50 cl of water is addetthe tank 4 at

In the experiments in Figures 9-10, some disturbances afg >° S6c°nds
introduced. Concretely:

e An additional valve between tanks 3 and 4 is opened.  is geographically distributed among a number of units. Each
dividual unit is assumed to have access to a subset of the plan
states, and possibly controls only a restricted subsetanitpl
It can be seen that the distributed controller exhibits adgoo control channels. A communication network between nodes is
disturbance rejection in both cases. also considered so that the units use the estimates of raighb
In the last experiment, the importance of the coupling ¢ffecing nodes to build their own estimates of the plant states.
is showed. Tank 2 is asked to track references whereas tank 4 The objective is designing a control structure for everyt uni
is asked to maintain the water level at the equilibrium pdimt  (distributed control), so that collective control actian®ustly
order to vary the level of tank 2, tank 1 must be filled or emp-asymptotically drive the system to equilibrium with-gain dis-
tied. Due to the coupling valve, tank 3 varies its level, effty ~ turbance rejection capabilities. A difficulty that readiyises
to tank 4. Figure 11 depicts the system response. The clamtrol when the problem is so formulated, is that the separatiowipri
achieves notable decoupling of the closed-loop dynamibe. T ple does not hold, as every single unitignores the conttaac
control signal applied to the pumps is shown in Figure 12. that other units might be applying. To overcome this, a two-
stage design is proposed: In a first stage, the control gains a
7. Conclusions obtained to robustly stabilize the plant despitg the olzérn .
errors. At the second stage, the observer gains for evety uni
In this paper a novel method for distributed estimation andare designed to minimize dth. index to reduce the effects of
control is proposed. The method is intended to be of applicathe communication noise in the observation error. Bothsstep
tion in the case of large-scale uncertain plants where thek@lo  are formulated and solved in terms of LMIs. The performance

11

e 50cl of extra water is added in tank 4.
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Figure 12: Control signal applied to the pumps

(11]

e Remarkably, the methodology accounts for overlapping

control where different units can simultaneously provide
control signals for the same control channel. This ap-
proach increases reliability and controllability of theeov

all plant.

References

References

Araki, J., Uchida, K., October 2008. Disturbance attimn type dis-
tributed control for identical decoupled linear systenms. Ihternational
Conference on Control, Automation and Systems. Seoul, &opp.
1146-1151.

Boyd, S., El Ghaoui, L., Feron, E., Balakrishnan, V., 49Qinear Ma-
trix Inequalities in system and control theory. Society limiustrial and
Applied Mathematics, Philadelphia.

Buse, D. P., Wu, Q. H., 2004. Mobile agents for remote marf dis-
tributed systems. |IEEE Transactions on Industrial Eleits 51 (6),
1142-1149.

Camponogara, E., Jia, D., Krogh, B. H., Talukdar, S.,2@istributed
model predictive control. IEEE Control Systems 22 (1), 44-5
Christofides, P. D., Liu, J., Mufioz de la Pefa, D., 20d&tworked and
distributed predictive control. Springer.

Colombo, A. W., Schoop, R., Neubert, R., 2006. An agessdd intelli-
gent control platform for industrial holonic manufactgiaystems. IEEE
Transactions on Industrial Electronics 53 (1), 322—-337.

D’Andrea, R., Dullerud, G. E., 2003. Distributed coritdesign for spa-
tially interconnected systems. IEEE Transactions on AattirControl
48 (9), 1478-1495.

Davidson, E. M., McArthur, S. D. J., McDonald, J. R., Cumg T.,
Watt, 1., 2006. Applying multi-agent system technology nagiice: au-
tomated management and analysis of SCADA and digital faalbnder
data. IEEE Transactions on Power Systems 21 (2), 559-567.
Davison, E. J., Chang, T. N., 1990. Decentralized stedtibn and pole
assignment for general proper systems. IEEE Transactiodsitomatic
Control 35 (6), 652—664.

Davison, E. J., Wang, S. H., 1973. On the stabilizatibnlecentralized
control systems. |IEEE Transactions on Automatic Contro(3)8473—
478.

Dimarogonas, D. V., Johansson, K. H., December 200@nEtriggered

is shown both by simulations and experimentally on a fonkta
level-control system.

It is worth mentioning that the proposed methodology ex-12]

hibits the following novel characteristics:

e Both, control and estimation, are tackled in a unified way13!

control for multi-agent systems. In: 48th IEEE ConferenoeDecision
and Control and 28th Chinese Control Conference. ShangliChina,
pp. 7131-7136.

Dunbar, W. B., 2007. Distributed receding horizon ecohbf dynami-
cally coupled nonlinear systems. IEEE Transactions on vate Con-
trol 52 (7), 1249-1263.

Fregene, K., Kennedy, D. C., Wang, D. W. L., 2005. Towarslystems-

providing a robust design that takes into account nonlinear
time-varying model uncertainties amg-gain disturbance [14]
rejection capabilities.

The design procedure, though centralized in conceptiorhS]
allows fully decentralized implementation. The solution
is obtained in terms of LMIs for which efficient computa-
tional algorithms are widely available. The distributed de
sign, which would contribute to reduce the computationai
complexity, is an interesting open problem and it will be
matter of future research. [17]
e The methodology allows the consideration of two types ofl18]
units: sensor units which only build their estimate of the
plant states, and sensor+actuator nodes which both es{l— !
mate plant states and generate control actions.

12

and control-oriented agent framework. IEEE TransactiomsSgstems,
Man, and Cybernetics, Part B: Cybernetics 35 (5), 999-1012.
Galdun, J., Takac, L., Ligus, J., Thiriet, J. M., Sarsloy J., January
2008. Distributed control systems reliability: Considena of multi-
agent behavior. In: 6th International Symposium on Applédchine
Intelligence and Informatics. Herlany, Slovakia, pp. 1562

Hwang, K. S., Tan, S. W., Hsiao, M. C., Wu, C. S., 2005. perative
multiagent congestion control for high-speed network€EHBETransac-
tions on Systems, Man, and Cybernetics, Part B: Cyberngfi¢®), 255—
268.

16] Iftar, A., August 1991. Decentralized optimal contmith overlapping

decompositions. In: IEEE International Conference on@ystEngineer-
ing. Dayton, Ohio, USA, pp. 299-302.

Iftar, A., 1993. Overlapping decentralized dynamidiol control. In-
ternational Journal of Control 58 (1), 187—209.

Instruments, F., 2012. Data Sheet: 33-041 Coupled Byskem for Mat-
lab.

Jin, X. Z., Yang, G. H., 2011. Distributed robust adeptcontrol for a
class of dynamical complex networks against imperfect camioations.
International Journal of Systems Science 42 (3), 457—-468.



(20]

[21]

(22]

(23]

(24]

(25]

(26]

[27]

(28]

(29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

[37]

(38]

(39]

[40]

[41]

Johansson, K. H., 2000. The quadruple-tank processil@variable lab-
oratory process with an adjustable zero. IEEE Transactwn€ontrol
Systems Technology 8 (3), 456—465.

Li, J., Xu, S., Chu, Y., Wang, H., 2008. Distributed aage consensus
control in networks of agents using outdated states. |IETu@bmheory
and Applications 4 (5), 746—758.

Liu, J., Chen, X., Mufioz de la Pefia, D., Christofide§) P2010. Sequen-
tial and iterative architectures for distributed modeldicéve control of
nonlinear process systems. AIChE Journal 56 (8), 2137-2149

Liu, J., Mufoz de la Pefia, D., Christofides, P. D., 2@8tributed model
predictive control of nonlinear process systems. AIChEdau55 (5),
1171-1184.

Lu, W., Atay, F. M., Jost, J., August-September 2011n€smsus and
sychronization in delayed networks of mobile multi-agefrts 18th IFAC
World Congress. Milano, Italy, pp. 2362-2367.

Lynch, J. P,, Law, K. H., Blume, J. A., February 2002. Beialized
control techniques for large-scale civil structural sgsteln: 20th Inter-
national Modal Analysis Conference. Los Angeles, CA, US@, 4-7.
Maestre, J. M., 2011. Distributed model predictive trohbased on game
theory. Ph.D. thesis, Universidad de Sevilla.

McArthur, S. D. J., Strachan, S. M., Jahn, G., 2004. Thsigh of a
multi-agent transformer condition monitoring system. ERansactions
on Power Systems 19 (4), 1845-1852.

Necoara, |., Nedelcu, V., Dumitrache, |., 2008. Pafadind distributed
optimization methods for estimation and control in netveorkournal of
Process Control 21 (5), 756—-766.

Negemborn, R. R., B., D. S., Hellendoorn, J., 2008. Madfent model
predictive control for transportation networks: Seriakstes parallel
schemes. Engineering Applications of Artificial Intellige 21 (3), 353—
366.

Ni, W., Cheng, D., 2010. Leader-following consensusneiti-agent sys-
tems under fixed and switching topologies. System and Clobétters
35 (3-4), 209-217.

Olfati-Saber, R., Fax, J. A., Murray, R. M., 2007. Consgs and cooper-
ation in networked multi-agent systems. Proceedings offl& 95 (1),
215-233.

Phillips, G. M., Taylor, P. J., 1996. Theory and Appticas of Numerical
Analysis, 2nd Edition. Elsevier.

Roshany-Yamchi, S., Cychowski, M., Negenborn, R. R, Szhutter, B.,
Delaney, K., Connell, J., 2012. Kalman filter-based disteld predictive
control of large-scale multi-rate systems: Applicatiorptwver networks.
IEEE Transactions on Control Systems Technology In Press.
Sandell, N., J., Varaiya, P., Athans, M., Safonov, MB78. Survey of
decentralized control methods for large scale system< [Ensactions
on Automatic Control 23 (2), 108-128.

Scattolini, R., 2009. Architectures for distributeddshierarchical Model
Predictive Control - a review. Journal of Process Contral8)9723-731.
Siljak, D. D., Stipanovi¢, D. M., 2000. Robust stabdtion of nonlin-
ear systems: The LMI approach. Mathematical Problems iririeegng
6 (5), 461-493.

Siljak, D. D., Zecevic, A. I., 2005. Control of largeale systems: Beyond
decentralized feedback. Annual Reviews in Control 29 (89-1.79.
Srinivasan, D., Choy, M. C., 2006. Cooperative muffeat system for
coordinated traffic signal control. IEE Proceedings ligelt Transport
Systems 153 (1), 41-50.

Venkat, A. N., Rawlings, J. B., Wright, S. J., Decemb@032. Stabil-
ity and optimality of distributed model predictive contrah: 44th IEEE
Conference on Decision and Control and European Controfeemce.
Sevilla, Spain, pp. 6680—6685.

Zhang, D. Z., Anosike, A., Lim, M. K., 2007. Dynamicaliptegrated
manufacturing systems (DIMS) - a multi-agent approach HHEansac-
tions on Systems, Man, and Cybernetics, Part A 37 (5), 822-85
Zhou, J., Chen, G., Zhang, H., Yan, W., Chen, Q., May 20dlti-
agent based distributed monitoring and control of hazasthllations.
2nd IEEE Conference on Industrial Electronics and Applicet, 2892—
2895.

13

Appendix A. Proof of Proposition 2

The observation error of nodecan be obtained using equa-
tion (7) and Proposition 1:

a(t)

|

X
A~

—
~—

|

0
—

—
~—

—(A+BK)%i(t) — Mi(yi(t) — CGi%(t))
— z Nij (Xj (t) —Xi(t)). (A1)
€K

We can writeg(t) = (trl); + (tr2); + (tr3);, where(trl); in-
cludes the terms of (A.1) which do not depend on the neigh-
bours,(tr2); are related to other nodes, aftd3); depends on
external signals. Consider first the ter(tsl);:

(trl)i = (A+BK)a(t)—MCal(t)+ Y(#)e(t)
(A—MG +BK)e(t)+ Y )e(t).  (A.2)

Consider nowtr2);:
2y £ 3 NjR()-%()

jeMm

— 3 Nj@) - e(). (A3)

e

Lastly, the external inputs are given by
(tr3)i £ fu(t,X(t)) + Bouw(t) — Mivi (t). (A.4)

Recall the definition of the augmented observation error
e'(t) = [e](t) ... e}(t)] and the augmented noise vector

v(t) = [vi(t) ... vg(tp)]T. Making some mathematical manip-
ulations, it can be checked that the following equalitielsliho
[ (tr1)s ]
(trl)z
: = (®(A)+W(H))e(t),
| (trl)p |
[ (tl"2)1 T
(tr2)z
= Aen,
L (tré)p i
[ (tl"3)1 1
(tl"3)2
: = 1@ (fa(t,X(t)) +Bew(t)) — N(Z)v(t).
L (tré)p i

By adding the three vectors above it is immediate to obtain
that the derivative oé(t) can be written as in (9).



