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1. Introduction

Operating theatres, comprising both in facilities and personnel, are one of the most critical and
expensive resources in hospitals (Guerriero and Guido 2011). Therefore, adequate decision-
making for operating theatre planning and scheduling is of vital importance, as it may greatly
impact the quality and the costs of the surgical process.

Operating theatre planning and scheduling is usually decomposed into three hierarchical
decision levels (Blake et al. 2002, Testi et al. 2007): Strategic, tactical and operational. This paper
focuses on the operational level, where the decision is to specify the date, time and place of each
surgery in the waiting list. In most works, this level is solved in two steps (Ozkarahan 2000). In the
first step (called advance scheduling), the so-called Operating Room Planning Problem (ORPP) is
addressed, and a surgery plan is determined to establish which patients in the waiting list will be
planned in a given planning horizon, also specifying where (OR) and when (date) each surgery
will be performed. The second step (called allocation scheduling) determines the patient sequence
(time indication) for each OR in each day (Fei et al. 2009).

In this work, we focus on the ORPP under an Open Scheduling policy (in the following called
ORPPOS), where the surgeons can choose any OR-shift for planning their surgeries (Dexter et al.
2003), in contrast to e.g. Block Scheduling, where fixed OR time blocks are booked by the
surgeons. The maximum operating time available for a surgeon on any day is known by the OR
scheduler. Objectives usually considered in this problem are related to the minimization of OR
costs (e.g. Roland et al. 2010), and to the maximization of the OR utilization (Dexter et al. 1999a).

In our paper, the objective function is the maximization of the Quality of Service, defined as
the sum of the quotients between the patient’s clinical weight and his/her planned surgery date.
This objective is related both to patient waiting time and to the maximization of the OR usage and
it is widely employed in the Regional Healthcare System in Andalusia, Spain. The clinical weight
(w) of a patient is usually calculated in the literature either as a function of the arrival date and the
medical priority of the patient (see e.g. Ogulata and Erol 2003), or simply as a function of the
medical priority, which is set by clinicians depending on the diagnostic (see e.g. Ozkarahan 2000,
Sier et al. 1997). We will consider here the first option, where w is a linear combination of his/her
medical priority (mp) and the number of days the patient has been in the waiting list (dwl).

The ORPPOS is a heavily constrained problem, as there are constraints related to the capacity
of the resources (such as OR time and surgeons), time-window constraints (due dates), and
forbidden OR-shifts (to e.g. prohibit the assignment of a surgery to an OR where the surgical
equipment necessary to perform the surgery is not available). In addition, the number of different
ORs assigned to surgeons in a day may be limited.

The ORPPOS can be considered a type of a general assignment problem which is NP-hard, and
there have been a number of contributions to solve it. Due to the nature of the problem and its size
in practice, it is unlikely to quickly found optimal plans for real life data via exact methods
(Roland et al. 2010). Therefore, it seems sensible to employ approximate methods for finding good
surgery plans in a short time in order to reduce or avoid disruptions caused by unforeseen events.

Regarding contributions on approximate methods find in the literature, Dexter et al. (1999a)
compare on-line (in the following ON) and off-line (in the following OFF) algorithms based on
Bin-Packing (BP) to solve the problem of assigning add-on surgeries into the remaining open OR
time after elective surgeries are planned. These algorithms have been employed for the ORPP by
Fei et al. 2009, Souki and Rebai 2010, Dexter et al. 1999b, and Hans et al. 2008. The main
difference between ON and OFF algorithms lies in the knowledge of the surgeries that have to be
planned. In ON algorithms, the OR scheduler does not possess information on which surgeries can
be planned, planning each surgery as soon as it is submitted in the waiting list. Therefore, an ON
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algorithm applies a BP algorithm to determine in which OR-shift the surgery is planned. In an OFF
algorithm, the OR scheduler has full knowledge of the surgeries in the waiting list before the
planning is done. The OFF algorithm is divided into two steps (Dexter et al. 1999a): First, the
waiting list is sorted according to a sorting indicator (based on data of surgeries) and a sorting
criterion and, secondly, a BP algorithm is applied to assign add-on surgeries to OR-shifts.

Fei et al. (2009) propose a Column-Generation-Based Heuristic (CGBH). The CGBH is tested
on instances for which the maximum number of surgeries is one hundred and sixty which are
planned into an operating theatre composed by six ORs and eight surgeons. Liu et al. (2011)
propose a heuristic procedure based on dynamic programming (in the following DPH) to solve the
problem. Computational results show that DPH outperforms CGBH, therefore CGBH will not be
considered in the subsequent computational experience. Guinet and Chaabane (2003) propose a
primal-dual heuristic (in the following APD), which is an extended version of the Hungarian
method. The maximum number of surgeries tested is eighty five which are planned into an
operating theatre composed by three ORs. Roland et al. (2010) propose a Genetic Algorithm (GA)
based approach. Depending on the parameters of the GA, the time to solve the instances ranges
from 305 seconds to 15.1 hours. Therefore, this GA algorithm cannot be consider among the fast
heuristics for the problem and will not be included in the subsequent computational experience.

In this paper, we propose several novel fast approximate methods based on BP algorithms to
solve the ORPPOS. We evaluate their performance and the adaptations of OFF, APD and DPH
algorithms for the ORPPOS by generating and comparing the results in a large set of instances. The
computational experience shows that the proposed heuristics outperform those existing up to now.

2. Two-Stage Sorting Bin-Packing Algorithms

In this section, we propose a set of constructive methods based on BP algorithms, called Two-
stage Sorting Bin-Packing (TSBP). In the literature, there are several contributions (i.e. OFF and
APD algorithms) based on sorting the surgeries according to an one-stage sorting (1-SS)
procedure, which is characterized by a tuple (I, C) with I the indicator (based on data of surgeries)
and C the criterion. In this paper, we propose a two-stage sorting (2-SS) procedure based on the
fulfillment of due date constraints and on the objective function simultaneously. In order to satisfy
due date constraints, surgeries with due dates within the planning horizon are sorted in ascending
order of due date at the first stage, while the remaining surgeries (i.e. those with due dates outside
the planning horizon) are sorted according to a sorting tuple (I, C). More specifically, the
procedure adopted by our TSBP (I, C, BP) algorithms is composed by two steps: In step I,
surgeries are sorted according to a 2-SS procedure as described before, characterized by a tuple (I,
C). In step II, a surgery plan is constructed using a bin packing algorithm of type BP. Note that
capacity, forbidden OR-shifts and the maximum number of ORs constraints are taken into account
at step II.

Several sorting indicators (I), sorting criteria (C) and types of BP algorithms (BP) can be
employed to construct the algorithms. The sorting indicators (I) considered are: d (surgery
duration), dl (due date), w (clinical weight), and ran (random sorting), which is equivalent to not to
sort the surgeries outside the planning horizon.

The sorting criteria (C) that can be considered are (Framinan et al. 2003): INC (increasing
values), DEC (decreasing values), HIHD (high values of I in the middle of the waiting list and low
figures in the beginning and in the end), HDHI (low values of I in the middle of the waiting list
and high figures in the beginning and in the end), LOHI (choosing one surgery with low value of I
and one with high one alternately, starting with the extreme minimum and maximum values), and
HILO (choosing one surgery with high value of I and one with low one alternately, starting with
the extreme maximum and minimum values).

Finally, the BP types of algorithms (BP) to be considered (see e.g. Dexter et al. 1999a, Dexter
et al. 1999b) are:
− Next Fit (NF): The surgery is planned in the last OR-shift occupied, if possible. Otherwise, the

surgery is planned into the next available OR-shift.
− First Fit (FF): The surgery is planned in the first OR-shift where it fits.
− Best Fit (BF): the surgery is planned in the OR-shift that has the least amount of available time

and it fits.
− Worst Fit (WF): the surgery is planned in the OR-shift that has the most amount available time

and it fits.
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3. Computational Results and Evaluation

Since our aim is to select the best among the TSBP family of algorithms, and to compare them
against existing approaches that may depend on different parameters (such as OFF and APD), we
have used a Design of Experiments (DOE) approach for the calibration of OFF, TSBP and APD
algorithms. This calibration is done in order to make a fair comparison among all algorithms.

In order to generate appropriate and comprehensive test beds both for calibration and for the
comparison of the different algorithms, we review existing test beds in the literature. The
parameters employed in the generation of the test bed are listed in Table 1. For the calibration, we
generate a 320-instances test bed using the parameters presented above. According to this
calibration, the best types of algorithms identified have been: APD (2-SS, w, DEC), OFF (dl, DEC,
FF), DPH, and TSBP (w, DEC, FF). All these algorithms are selected for comparison. In addition,
we have considered the so-called MIX-TSBP_ALL algorithm, which selects the best solution out
of all combinations of BP and (I, C) for an instance.

Table 1. Parameters employed for the test bed design based on the literature

Parameter Symbol Units Generation/Value
Number of days in the planning horizon nD Days 5
Number of operating rooms nR ORs 3,9
Number of surgeons nS - � � � � ���

��	

�� � ��

��	�
Control factor to generate nS � - 1.5, 2.0
Percentage of the regular OR capacity of the planning
horizon used to generate surgeries (nP)

� - 100%, 125%

Surgery duration d Min. LN[μ , �]
Expected surgery duration μ Min. Random {60, 120, 180, 240}
Standard deviation of surgery duration � Min. Random {0.1μ , 0.5μ}
Clinical guarantee cg Days Random {45, 180, 365}
Number of days on waiting list dwl Days U[1, cg-1]
Due date dl Days dl = cg – dwl
Medical priority mp - U[1,5]
Clinical weight w - w = 0.5� mp + 0.5 � dwl
Forbidden ORs � - 10% surgeries in 30% of ORs
Responsible surgeon � - U[1,nS]
Regular OR capacity l Min. 480
Max. time available for a surgeon per day c Min. 480
Max. no. of ORs that can be assigned to a surgeon in a day ubr ORs 1, nR

Max. no. of days per week in which a surgeon is available mds Days 3,4

Table 2. Results of the computational experience in terms of RPD, feasibility and computation times

Problem

nR nP ubr APD OFF DPH TSBP MIX-TSBP
RPD
(feas.)

secs. RPD
(feas.)

secs. RPD
(feas.)

secs. RPD
(feas.)

secs. RPD secs.
(feas.)

3 50 1 42.03
(94.2)

0.76 26.88
(100)

0.0001 24.10
(78.3)

0.80 21.45
(100)

0.0000 18.08
(100)

0.021

3 49 nR 30.18
(98.3)

0.64 17.48
(100)

0.0001 5.43
(88.3)

0.77 10.92
(100)

0.0003 8.74
(100)

0.021

3 60 1 44.58
(93.3)

1.00 30.21
(100)

0.0000 27.29
(69.2)

1.19 22.50
(100)

0.0001 19.11
(100)

0.025

3 61 nR 34.23
(96.7)

0.94 21.47
(100)

0.0001 5.73
(85.0)

1.53 13.62
(100)

0.0000 10.81
(100)

0.023

9 146 1 53.89
(78.3)

47.63 36.59
(100)

0.0011 38.70
(43.3)

146.68 31.32
(100)

0.0006 26.76
(100)

0.306

9 145 nR 33.91
(96.7)

35.57 17.74
(100)

0.0009 3.90
(72.5)

187.40 10.80
(100)

0.0013 9.49
(100)

0.273

9 182 1 56.58
(61.7)

75.00 41.24
(98.3)

0.0009 41.27
(26.7)

249.81 35.05
(98.3)

0.0013 28.26
(100)

0.381

9 181 nR 37.72
(92.5)

62.49 21.99
(100)

0.0008 4.15
(69.2)

344.33 13.75
(100)

0.0011 11.20
(100)

0.334

Average 40.57
(89.0)

25.14 26.67
(99.8)

0.0005 15.19
(66.6)

95.33 19.90
(99.8)

0.0006 16.56
(100)

0.173
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For comparing the algorithms, we have generated a larger test bed consisting in a total of 960
instances. The experiments were carried out on a PC with 2.80 GHz Intel Core i7-930 processor
and 16 GBytes of RAM memory. The results of experiments are shown in Table 2. Note that the
mean Relative Percentage Deviation (RPD) and CPU-time values are obtained by averaging these
results only for feasible solutions (indicated within brackets).

OFF, TSBP and MIX-TSBP_ALL algorithms show an excellent percentage of feasible
solutions. However, DPH yields the smallest mean percentage of feasible solutions (66.6%), which
we think it is due to the fact that the availability of surgeons is not taken into account. The analysis
also shows that there are statistically significant differences between the MIX-TSBP_ALL and
DPH algorithms, and the remaining algorithms. There are no statistically significant differences in
terms of RPD for DPH and MIX-TSBP_ALL, but the former obtains the best mean RPD value
(15.19%). Finally, an important difference in the CPU time used by the different algorithms can be
observed. APD and DPH require, on average, more than 25 and 90 seconds, respectively, as
compared to less than one second of OFF, TSBP and MIX-TSBP_ALL. The CPU differences
between TSBP and MIX-TSBP_ALL are justified in view of the excellent RPD of the latter.
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