
A Current Attenuator for Efficient Memristive
Crossbars Read-Out

Charanraj Mohan, José M. de la Rosa, Elisa Vianello, Luca Perniola, Carlo Reita,
Bernabé Linares-Barranco and Teresa Serrano-Gotarredona

Abstract—This paper presents a new current attenuator circuit
to scale down the inference currents in memristor based crossbars
that drive integrate-and-fire neurons, which subsequently allows
to reduce the size of integrating capacitors by several orders of
magnitude, making IC integration possible. The proposed circuit
uses a linear switch to divide the inference current and scale
it down by a factor of about 104. The proposed attenuator has
been designed in 130nm CMOS technology. Simulation results
considering noise, process and temperature variations are shown
to validate the presented approach.

I. INTRODUCTION

Memristors prompted an increasing interest among the neu-
romorphic community since these devices were successfully
demonstrated in HP labs [1] as an experimental evidence of the
circuit element predicted by Chua in 1971 [2], [3]. Since then,
there have been a number of memristive devices developed
based on diverse materials and technologies. Among others,
Oxide-based Random-Access Memory (OxRAM) structures
are one of the most promising approaches to implement synap-
tic elements in neuromorphic computing systems, because of
their low-switching energy and high endurance [4]–[7].

Although OxRAMs have also been demonstrated to operate
as analog memories [8]–[10], here we focus on their exploita-
tion as binary (1-bit) memory cells. The OxRAM devices
to be used in this work are optimized for binary memory
applications [11]. This binary OxRAM (as highlighted in
Fig. 1) has to be first formed and then switched between two
states: SET or Low Resistance State (LRS)– typically in the
order of kΩ – and RESET or High Resistance State (HRS)–
in the order of few hundreds of kΩ to MΩ. The resistance
states are chosen by applying a control voltage to a selector
MOSFET connected in series with the OxRAM in order to
avoid sneak path currents, giving rise to a device often referred
to as 1T1R, as shown in Fig. 1 [12]. In order to form the
filament of the OxRAM, the selector MOSFET is biased with
a high positive voltage (≈4V) at the top terminal, the bottom
terminal is biased with 0V and the gate terminal voltage (1.5
V to 2.5 V) is adjusted such that the recommended compliance
forming current of about 1µA is set. For a RESET operation,
the top terminal is biased with 0V, the bottom terminal is
biased with a positive voltage (≈4V) and the gate terminal is
kept fully ON. For a SET operation the top terminal is biased
with a positive voltage (≈2V), the bottom terminal is biased
with 0V and the gate is set to limit the current to about 100µA.

Fig. 1. 1T1R memristive synapse structure

For a READ operation, the top terminal is biased with a small
positive voltage (0.2 or 0.3V), the bottom terminal is biased
with 0V and the gate is kept fully ON.

Here we consider a memristor-based fully connected feed-
forward neural network, which mainly comprises the pre-
synaptic neurons, the memristive crossbar and the post-
synaptic neurons [13]. As the LRS current across a crossbar
line is high due to the typical low resistance during an
inference read operation (after a SET operation), an extremely
large integrating capacitor would be needed (larger than nFs)
at the post-synaptic neuron for reasonable integration speed,
making IC integration impossible. Hence, a current attenuator
is needed to scale down the read current.

Several current attenuating strategies exist such as the
Gilbert’s current normalizer circuit [14], MOS-ladder [15] and
the Winner Take All (WTA) [16] based current attenuator [17].
This paper considers Gilbert’s current normalizer circuit as
reference, on which modifications are done to ease attenuation
of an inference current. The idea is based on creating a
splitting of the inference current by a factor of about two by
using a MOS biased in ohmic region. This paper proposes a
Modified Current Normalizer (MCN) circuit for attenuating a
crossbar read-out line current. Simulation results taking into
account the effect of PVT variations are shown to validate the
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Fig. 2. Scheme of a 4× 4 1T1R crossbar with pre-synaptic neurons, current
attenuators and post-synaptic neurons.

proposed circuit technique.

II. 1T1R CROSSBAR WITH PRE-SYNAPTIC NEURONS,
CURRENT ATTENUATORS AND POST-SYNAPTIC NEURONS

Fig. 2 shows a fully connected 4 × 4 feed-forward neural
network with pre-synaptic neurons, current attenuators and
post-synaptic neurons. Circuit elements labeled as O1,2,3,....,16

comprise the 1T1R based memristor-selector synaptic devices.
Each row has a pre-synaptic neuron, which is made up of a
pulse-shaping digital block and an opamp that is finely cali-
brated [18]. Each column is connected to a current attenuator
circuit, followed by a post-synaptic neuron. The post-synaptic
neuron comprises a CMOS integrate-and-fire neuron, which
integrates the inference current and generates an output spike
when a threshold is reached. The OxRAM devices are initially
formed to bring them from the Pristine Resistance State (PRS).
Later, they can be switched in binary mode, i.e. either SET or
RESET [19]. For reading the memristance of the OxRAMs,
small read voltages of 0.2 or 0.3 V are applied across the rows,
so that the aggregated inference read currents across columns
are scaled down and integrated.

Fig. 3. Details of MCN circuit schematics

III. PROPOSED MCN CIRCUIT

We propose an MCN based attenuator, which mainly in-
cludes having an MOS-resistor and a current-mirror at the
load on the Gilbert’s two-input current normalizer circuit [14].
Fig. 3 shows the proposed MCN circuit connected between
a column of a the crossbar and a post-synaptic neuron. It
works by inserting an ohmic biased MOS (M6) which creates a
current splitting of the crossbar column current Iin by factor of
about two. This MOS-resistor creates a small resistance RM6

which is given by

RM6
=

1

µn · Cox · (VGS − VT )
· LM6

WM6

(1)

where µn is the charge-carrier effective mobility, Cox is the
gate oxide capacitance, VGS is the gate-to-source voltage,
VT is the threshold voltage, LM6

and WM6
are the length

and width of the MOS-resistor. From Fig. 3, and knowing
transistors M1 and M4 will be biased in strong inversion
because of the large input current Iin



∆Vd = vd2 − vd1 = I1RM6
(2)

Ii =
µn · Cox ·W1,4

2L1,4
(vdi − Vb − VT )2 (3)

which results in
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√
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I1 and I2 are the input currents shown in fig.3. MOSFETs
M1 and M4 have same size. If we can assume that RM6

�
√
I2/(

√
µn·Cox·W1,4

2L1,4
I1), then
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2
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√
2

Iin
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From eq. (2) we obtain

∆Vd '
IinRM6

2
(6)

The differential pair M2,M3 in Fig. 3 will be biased in
weak inversion, because ib is intentionally made very small.
Consequently,

Iouti =
2n · µn · Cox · U2

T ·W2,3

L2,3
· e

vdi−vc
nUT (7)

ib = Iout1 + Iout2 (8)

where n is the subthreshold slope factor and UT is thermal
voltage. From here

Iout2
Iout1

= e
∆Vd
nUT = ex (9)

where, from eq. (6) x = (IinRM6
)/(2nUT ). Straight forward

calculations yield

Iout2 − Iout1 = ib
ex − 1

ex + 1
(10)

If we can assume that x� 1 (which is equivalent to RM6 �
2nUT /Iin), then

Iout = Iout2 − Iout1 ' ib
x

2
=
ibRM6

4nUT
Iin (11)

Therefore, the MCN circuit output current is, under some
assumptions for RM6

, proportional to Iin, and the propor-
tionality factor can be controlled by bias current ib. This will
allow us to scale down the input current by four orders of
magnitude.

Fig. 4. Minimum to maximum crossbar column inference current Vs Input
current to neuron.

Fig. 5. Comparison of average and standard deviation of output current
for different attenuators: MCN circuit, MOS-ladder circuit and WTA circuit
considering process and mismatch variations with 100 Monte Carlo runs.

Transistor M11 is an optional switch, useful to isolate the
post-synaptic neuron for test purposes. Differential MOSFET
groups M2,21,22,23 and M3,31,32,33 are splitted along the length
dimension in order to keep them in square shape and exploit
inter-digitated layout to minimize mismatch due to gradients.

IV. SIMULATION RESULTS OF THE 1T1R CROSSBAR

This Section shows various simulation results of the pro-
posed approach in comparison with other approaches (MOS-
ladder and WTA type circuit) considering mismatch-and-
process variations, temperature and input referred noise. The
MCN circuit is implemented using a 130nm CMOS technol-
ogy and its sizing and biasing is shown in Table I. Fig. 4
shows how the output current of the MCN circuit depends
on the input current Iin. For the 1T1R memristive devices



TABLE I
SIZING AND BIASING OF PROPOSED CIRCUIT, DESIGNED FOR 130NM

CMOS

Parameter Value

Supply voltage V DD = 4.8 V

Size of M1,4 (W
L )1,4 = ( 10µm

1µm )

Size of M2,3 (W
L )2,3 = ( 1µm

1µm )

Size of M21,22,23 (W
L )21,22,23 = ( 1µm

1µm )

Size of M31,32,33 (W
L )31,32,33 = ( 1µm

1µm )

Size of M5,7,8 (W
L )5,7,8 = ( 1µm

1µm )

Size of M6 (W
L )6 = ( 8µm

1µm )

Size of M9,10,11 (W
L )9,10,11 = ( 1µm

1µm )

Vb 0.5 V

ib 25 nA

we use here and with a read voltage of 0.3V, typical LRS is
13.9 kΩ whose inference read current is 21.5 µA, whereas
typical HRS is 1MΩ whose inference read current results in
333nA. Minimum column current is when all the OxRAMs in
a column are in HRS and maximum column current is when
all the OxRAMs in a column are in LRS. Fig. 4 shows that the
MCN output current (input current to neuron) is linear when
the inference current stays below about 300µA.

An optimal design procedure is carried out on the MCN
circuit to keep mismatch as low as possible. Fig. 5 shows the
statistical output current results (both mean-µ and sigma-σ) for
100 Monte Carlo runs of the MCN circuit, a MOS-ladder and
a WTA type circuit considering both process and mismatch
variations.

Fig. 6 shows how different column inference currents (min-
imum to maximum) vary due to temperature. We can see that
temperature variations have fairly small impact on the output
currents (less than 10%).

The input-referred noise for the frequency range 0.01 Hz
to 100 MHz is 3.178 nA/

√
Hz for the MCN circuit, 2.06

nA/
√

Hz for the MOS-ladder and 1.02 nA/
√

Hz for the WTA
type circuit. Comparison of both area and input referred noise
for different attenuators is shown in Fig. 7.

V. CONCLUSIONS

A new current attenuation circuit for OxRAM based cross-
bar applications has been proposed. The proposed technique
allows to attenuate inference currents by several orders of
magnitude before sending them to the post-synaptic neurons.
Simulation results are provided based on a 130nm CMOS
technology, with a scale-down factor of about 104.
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