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Abstract-In this paper, we explore the capabilities of a sound 
classification system that combines both a novel FPGA cochlear 

model implementation and a bio-inspired technique based on a 
trained convolutional spiking network. The neuromorphic 
auditory system that is used in this work produces a form of 

representation that is analogous to the spike outputs of the 
biological cochlea. The auditory system has been developed using 
a set of spike-based processing building blocks in the frequency 
domain. They form a set of band pass filters in the spike-domain 
that splits the audio information in 128 frequency channels, 64 
for each of two audio sources. Address Event Representation 

(AER) is used to communicate the auditory system with the 
convolutional spiking network. A layer of convolutional spiking 

network is developed and trained on a computer with the ability 
to detect two kinds of sound: artificial pure tones in the presence 

of white noise and electronic musical notes. After the training 
process, the presented system is able to distinguish the different 

sounds in real-time, even in the presence of white noise. 

Keywords-musical note recognition, convolutional spiking 

network, neuromorphic auditory hardware, Address-Event 

Representation. 

I. INTRODUCTION 

The sound pitch estimation is necessary for a variety of 
applications in different fields, e.g. music transcription [1]-[5], 
instrument recognition [6]-[8] or speech and voice recognition 
[9], [10]. Pitch estimation is usually treated as a two stage 
problem: filtering and classification. Filtering is the stage 
where the signal is processed so only relevant information will 
pass to the classification stage, where the sound will be 
identified. One of the two main factors that make pitch 
estimation a hard task is noise because it can be even louder 
than the original signal, and, in musical note recognition 
systems, the other factor is the time estimation of individual 
musical notes. In this work, to solve the two-stage problem 
(filtering and classification), we use neuromorphic systems, 
because of their high level of parallelism, interconnectivity, 
and scalability, which allow them to carry out complex 
processing in real time, with a good relation between quality, 
speed and resource consumption. The signals in these systems 
are composed of short pulses in time, called spikes or events. 
The information can be coded in the polarity and spike 
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frequency, often following a Pulse Frequency Modulation 
(PFM) scheme, or in the inter-spike-interval time (lSI) [11], or 
in the time-from-reset, where the most important (with the 
highest priority) events are sent first [12]. Address-Event 
Representation (AER), proposed by Mead lab in 1991 [13], 
faced the difficult problem of connecting silicon neurons along 
chips that implement different neuronal layers using a common 
asynchronous digital bus multiplexed in time, the AER bus. 
This representation gives a digital unique code (address) to 
each neuron, which is transmitted using a simple four-phase 
handshake protocol [14]. 

This work is focused on implementing a trained 
convolutional layer for real-time musical sounds classification 
suitable for hardware implementation where audio information 
comes from a Neuromorphic Auditory System (NAS). This 
NAS (available for FPGA at www.rtc.us.es) is a spike-based
set of band-pass filters that decomposes an audio signal into 
different frequency bands of spiking information, in the same 
way a biological cochlea sends the audio information to the 
brain. Analog audio information is digitalized and converted 
into a PFM signal to be fed to the NAS. The convolutional 
layer will look for particular spiking patterns along the 
different frequency channels. 

There are highlighted AER systems in the area of artificial 
audio like [8], [15]-[18] and highlighted convolutional neural 
networks for performing object recognition in the field of 
artificial vision, as can be shown in several works [19]-[22], 
but there is no study in the literature to this day that used 
convolutional neural network for audio recognition. The new 
contributions of this work to the Neuromorphic community 
over those previous studies are: 1) the use of a neuromorphic 
auditory system for the stage of extraction of acoustic features 
(this NAS is innovative because its filters completely work 
with spiking information in a digital and synchronous way 
(FPGAs), in a real-time environment), and 2) the novel use of 
an AER convolutional network for real-time sounds 
classification. 

In order to compare our results with previous recognition 
sound systems, we present a summary of some pitch detection 
methods. There are several proposals to recognize the musical 
audio pitch, some of which estimate the fundamental frequency 



[23]-[25],[3] and others classify the sounds [2], [4], [5], [26], 
[27]. Reference [15] proposes a sensory-fusion system that 
uses a Dynamic Vision Sensor silicon retina [28], silicon 
cochlea [16] and deep belief network for written digit 
classification. In this system a pure tone is associated to each 
digit. We cannot compare the proposed system in [15] with this 
work because [15] does not show the results without the 
sensory fusion. In [3] the fundamental frequency is estimated 
with the autocorrelation method and the result of 
implementation attained a hit rate (percentage of successes) of 
96.0% for plunking points of six guitar strings. The recognition 
method proposed in [2] transcribes guitar chords by a multiple 
fundamental frequency estimator and hidden Markov model. 
The accuracy of the system is 95% for 48 possibilities. 
Reference [27] proposes an algorithm to detect the diatonic 
pitch from the audio (Major and Minor classification). The 
algorithm achieves 92% correct detection of key signature for 
the popular pieces and 81% for the classical pieces. In [4] the 
Fast Fourier Transform and the Harmonic Product Spectrum 
are proposed for the filtering stage and a Multi-Layer 
Perceptron for the classification stage. The system achieved 
97.5% recognition accuracy for 12 notes using 20 neurons in 
the first hidden layer and 10 neurons in the second one. 

II. NEUROMORPHIC AUDITORY SYSTEM 

Audio information acquisition has been made by a novel 
digital cochlear model implementation fully based on PFM, 
Neuromorphic Auditory System (NAS). Previous digital 
cochleae process audio signals using classical Digital Signal 
Processing (DSP) techniques. On the contrary, NAS processes 
information directly encoded as spikes with a Pulse Frequency 
Modulation (PFM), performing Spike Signal Processing (SSP) 
techniques [29], [30], and using AER interfaces. The 
architecture of the NAS is shown in Fig. l. The general system 
is composed of two digitalized audio streams, which represent 
the left and right audio signals of a stereo system. Two 
Synthetic Spike Generators [31] convert these audio digital 
sources into spike streams. Then, the left and right NAS Filter 
Banks (NFB) split the two spike streams in 2N (N is the 
number of the channels of each NAS) frequency bands using 
2N different spiking outputs that are combined by an AER 
monitor block into an AER output bus [32], which encodes 
each spike according to AER and transmits this information to 
the recognition system. A NFB is composed of a set of spike­
based low-pass filters (SLPF) [29] connected in cascade, as 
many as the number of channels that are implemented for a 
particular auditory application. As in previous implementations 
of AER cochlea [16]-[18], there are several stages connected in 
cascade, subtracting the spike information of consecutive SLPF 

output spikes in order to reject out-of-band frequencies, 
obtaining a response equivalent to a band-pass filter. All the 
elements required for designing the NAS components 
(Synthetic Spike Generators, NFB and the AER monitor) have 
been implemented in VHDL and designed as small spike-based 
building blocks [30]. Each of them performs a specific 
operation on spike streams and can be combined with other 
blocks in order to build complex spike-processing systems. 
This kind of system has been used before, for example, in 
closed-loop spike-based PID controllers [33] and trajectory 
generators for object tracking [34]. 

In this work, the NAS has been designed with 64 channels 
in each NFB because this is the highest number of channels 
that can be synthesized into the selected FPGA for this work 
(Xilinx Virtex-5 FXT FPGA ML507) [35]. Table I shows the 
NAS requirements. The 18 110 signals are: 1 for clock signal, 
1 for reset signal, 6 for AC-link [36], 2 for AER control and 8 
for AER address, providing an AER space of 256 addresses (0 
to 127 for the left cochlea, and 128 to 255 for the right cochlea 
including polarity bit). It should be remarked that this NAS 
implementation does not demand specialized FPGA resources 
(e.g.: multipliers, embedded processors, DSP); it only requires 
common digital logic components (counters, comparators, 
adders and registers), working with a low number of bits. In 
order to show its frequency response, the NAS was stimulated 
with an audio frequency sweep from 10Hz to 22kHz and 
1 V RMS' Fig. 2 shows the frequency response of the 64 channel 
of the left NAS (bode diagram), where the spike rate (Y-axis) 
is plotted as a function of the sound frequency (X-axis) for 
each of the left NFB channels (diverse colors). This figure 
denotes how in general the cochlea channels behave like a set 
of band-pass filters, rejecting out of band audio tones. This 
figure also shows that the spike rate of the band-pass filters of 
the NFB channels decrease with lower frequencies, and the 
higher frequency channels present the addition of an offset. 
The highest frequency channel has a mid-frequency of 
14.06kHz, and the lowest frequency channel has a mid­
frequency of 9.6Hz, getting a global cochlear equivalent 
bandwidth greater than 14 kHz. The frequency response of the 
64 channel of the right NAS is not shown because it is similar 
to the left one. 

TABLE I. 

Slices 1 
Utilization 

11,1411 
99.47% 

STEREO NAS HARDWARE REQUERIMENTS 

Max. clock 
(MHz) 

87.31 (we 
used 27) 29.7 18 
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Fig. 2. Frequency response of the leftNAS stimulated with audio frequency 
sweep. The stimulatied sounds have I VRMS amplitude with a varying 

frequency from 10Hz to 22kHz. The X-axis represents the sound frequency, 
the Y-axis is the spike rate and the different colors represent the response of 

each channel. 
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Fig. 3. Experimental cochleogram of a 64 channel stereo NAS corresponding 
to the electronic piano note A4 
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Fig. 4. Left NAS frequency response corresponding to the electronic piano 
note A4 

Fig. 3 shows the output cochleogram in the presence of an 
electronic piano with note A4 (440Hz). In this figure, the X-

axis represents time and the Y-axis represents the AER 
address. The NAS uses 256 addresses because it has 64 
channels for each audio source and each channel can fire 
positive and negative spikes. Therefore, every time a specific 
event appears, it is represented in this figure by a dot in its 
correct position. Fig. 3 bottom (addresses from 0 to 127) shows 
the left source activity and Fig. 3 top (addresses from 128 to 
255) shows the right one. In general, both outputs present a
specific output delay due to the NFB cascade architecture. Fig.
4 shows the frequency response of the left NAS in the presence 
of an electronic piano with note A4 (440Hz), where the Y-axis 
represents the event rate as a function of the channel
frequencies (X-axis).

The NAS has been used before as a rotation frequency 
sensor for an industrial motor [37], and it has also been used in 
a classificatory system that can distinguish different cricket 
species by their chirping [38]. 

III. CONVOLUTIONAL SPIKING NETWORK ARCHITECTURE 

In order to recognize musical sounds, a pattern recognition 
approach based on convolutions is used in this work. To 
achieve this goal, every time an event is received from the 
NAS, a one-dimensional convolution kernel is applied in the 
following way: a memory array stores an array of neuron 
membrane potentials. The memory array has the same number 
of components as audio channels (frequencies). Each incoming 
event-address represents the center of the one-dimensional 
kernel. The result of the convolution is stored back in memory 
if the value is below a threshold. Otherwise, the value in 
memory is reset and an output event is sent out. The one­
dimensional convolution for one neuron of our recognition 
system is defined mathematically by (1), where x is a clock
cycle, W is the kernel of the convolution, S is the output of each 
channel of the cochlea (the input of our recognition system) 
and Y is the convolved output. Equation (2) shows the output 
produced by a generated event. In these equations, the M length 
is determined by the number of channels that the FPGA 
cochlea has. M length is 128, because a 64-binaural NAS has 
been used in these experiments. In order to take advantage of 
the binaural cochlea strengths, two microphones have been 
used, and the output of both cochleae has been taken into 
account. Therefore, we have a double kernel size and twice the 
input values to obtain the output of the recognition system. 

Y(x + 1) = Y(x) + I:=o(w(m) * Sex)) (1) 

Out = Y(x) � 8 -- Y(x) = 0 (2) 

The number of neurons implemented in the recognition 
system depends on the number of sounds that are going to be 
classified. The kernel values (W(m) have been obtained from 
the normalized frequency value of each channel output during 
a sound playback. The values are normalized, in range [0,1], in 
order to get a volume-independent recognition system. Fig. 5 
shows the values of the kernel obtained after the playback of 
four electronic piano notes: F3, F4, F5 and F6. The X-axis 
represents channels of the left NAS and the Y-axis represents 
the channel normalized event rate from each note. These values 
are used as the convolution kernel. 
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Fig. 6. Architecture of a single neuron from the convolution layer 

The threshold values (8) have been calculated with the
result of (1) with sound samples of lOms duration and using 
values of W obtained previously. The system has been 
implemented by a two-layer neural network, composed of a 
convolution layer and a Winner-Take-All (WTA) step in the 
second layer. Fig.6 shows the architecture of a single neuron of 
the convolutional spiking layer. 

IV. EXPERlMENTAL SETUP 

We have evaluated the capabilities of our convolutional 
architecture using two types of sound: pure tone sounds in the 
presence of white noise and electronic piano notes. In order to 
achieve this goal, the NAS was stimulated with these two kinds 
of musical sounds and its outputs were used as stimuli for the 
convolutional layer previously explained; thus, this layer 
worked with an AER bus that represented the corresponding 
musical tone. We decided to use these frequencies [130.813, 
174.614, 26l.626, 349.228, 698.456 and 880] Hz for pure tones 
because they are the fundamental frequencies of C3, F3, C4, 
F4, F5 and A5 notes. In the electronic piano notes, we chose F 
notes from the 3rd octave to the 6th, which are notes with the
fundamental frequency shown in Table II. 

TABLE II. FUNDAMENTAL FREQUENCY OF MUSICAL NOTES 

Note F6 
Freq.(Hz) 1396.91 

Fig. 7 shows the real test scenario that contains a Xilinx 
ML507 development board [35] and the USB AERmini2 board 
[39], used as the AER event monitor. The FPGA of the ML507 
development board, which is a Virtex5 FPGA (XC5VFX70T) 
[35], contains the NAS. Connected to a ML507 GPIO 
(General-Purpose Input-Output) port there is a small adapter 
that transfonns the GPIO signals to the AER codification, 
following the CAVIAR standard [39]. The AER output bus is 
connected to the USB AERmini2 board [40], which sends AER 
events to the convolutional layer for sound processing, using 
the USB port. In the final implementation of the system, this 
convolutional layer will be placed in a FPGA. 

Fig. 8 shows the experimental scenario, in which two 
different experiments were used to test the convolutional layer: 

• In the first experiment, pure tones were used to train 
the convolutional layer using fundamental frequencies 
of C3, F3, C4, F4, F5 and A5 notes; after that, the
system was stimulated again with the same tones but,
in this case, white noise was added to check the noise
tolerance of the system. These sounds were generated
in MATLAB.

• In the second experiment, the system was trained with 
electronic piano notes: F3, F4, F5 and F6 which have
a fundamental frequency shown in Table II. Finally,
the system was excited with a fifty real-time piano 
note playback for each note.

Fig. 7. Picture of the experimental test setup 
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A. Ojjline training
The computer sent the audio information to the FPGA

through audio output; thus, the USB-AERmini2 received the 
FPGA outputs and sent them to the computer for the 
convolutional layer training. The weights of the convolutional 
layer were obtained using the frequency response of each 
frequency band. 

B. Sound recognition performance
In the first experiment, pure tones were emitted with -

27.73dBW; after that, white noise was added, varying the noise 
level between -92.1 and 25.67 dBW. In the second experiment, 
a test set consisted on fifty played samples of each electronic 
piano note. Then, the NAS received the sounds, processed 
them in the spikes domain and sent the AER output events to 
the USB AERmini2. Finally, the USB AERmini2 sent them to 
the convolutional layer processing. The convolutional layer 
outputs were compared with the target of the test set to obtain 
the hit rate values (percentage of successes) of the recognition 
system. 

v . EXPERIMENTAL RESULTS 

The proposed pure tone classification system was 
quantitatively evaluated in the first experiment. The system 
was stimulated with fifty samples for each pure tone with white 
noise power sweep from -92.1 to 25.67 dBW. The system 
achieved 97.2% recognition accuracy for tones without white 
noise. Fig. 9 shows this value for each pure tone in the 
presence of different white noise powers, being the X-axis the 
frequencies between 130.813 and 880 Hz, the Y-axis the white 
noise varying the sound level between -92.1 and 25.67 dBW, 
and the Z-axis the percentage of successes. Fig. 10 is a detail 
from Fig. 9 to clarifY the results of the F5 tone, where the X­
axis is the white noise power, which varies between -92.1 and 
25.67dBW. These figures show that the hit rate (percentage of 
successes) decreases with the increase of white noise (inversely 
proportional), and that there are frequencies more robust to 
white noise like C3, C4, F4 and A5 tones. Most of the pure 
tones have a hit rate over 90% with a noise power below -
20dBW. However, the F3 pure tone showed a lower hit rate, 
which is below 10%, with a noise power of -48 dBW. 

In the second experiment, the musical notes classification 
system was quantitatively evaluated by the playback of fifty 
samples of each electronic piano note. The experiment results 
are shown in blue columns in Fig. 11, where the X-axis 
indicates the F3, F4, F5 and F6 notes, and the Y-axis is the hit 
rate (experimental success rate). In this experiment, a low hit 
rate was obtained; generally, the hit rate for F4 note is below 
20%. In order to improve the rate, a trained winner-take-all 
neuron layer was added at the output of the convolution layer. 
The WT A layer was trained with the outputs of the 

convolutional layer and the target vector. With this change, the 
system was significantly improved, obtaining a hit rate of 
97.5% (a 60% improvement), as shown in yellow columns in 
Fig. 11. 

VI. CONCLUSIONS

This work presents a musical sound recognition system 
based on a convolutional spiking network. Audio information 
acquisition was carried out by a novel neuromorphic auditory 
system that was also used to train the classification system. The 
output of this auditory system had the information obtained 
from a bank of spike-based band pass filters, which provided 
streams of spikes representing audio frequency components. 
These features of the input sound were sent to an AER 
convolutional network to identifY the sound. 
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Two different kinds of sound, pure tones and musical notes, 
were used to train and test the efficiency of the classification 
system. To date, there are no previous audio recognition 
systems that use convolutional spiking networks. 

The pure tone recognition system accuracy was above 90%, 
even when the sound had white noise with the same power. On 
the other hand, the same convolutional layer architecture 
applied to musical note sounds obtained worse results but, 
using the WT A neuron layer, these results improved 
significantly. This musical notes recognition system hit rate is 
97.5%, which is similar or better than the works appointed in 
the Introduction. The method proposed in [4] achieved 97.5%
accuracy for 12 electric guitar notes with 30 neurons. The 
system proposed in this work has the same hit rate for 4 notes, 
but it only uses 8 neurons. 

With this work we have tested the performance of a 
convolutional spiking layer in sound recognition applications. 
According to the results presented, this low cost system could 
be successful for research in this field. 
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