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Abstract

The conversion of solar energy into electricity is a fundamental step in the
transition to a renewable electric scenario. Concentrated solar systems may
have a crucial role in this transition, both for large scale solar-only or hybrid
systems and small scale, distributed applications. In the latter case, micro
gas turbines are simple and versatile systems which can generate electricity
with a fairly high efficiency compared to other systems of similar output.

The aim of the paper is to find the optimum design and performance
of microturbines powered by parabolic dish collectors using an innovative
methodology which integrates the design and off-design models of the total
system. Thus, in contrast to the common practice of assigning an estimated
efficiency to each component of the engine, the procedure hereinafter evalu-
ates draft geometries and efficiencies of these components at the same time,
according to the corresponding inlet/oulet thermodynamic states. This re-
duces the number of iterations that is required to finalize the design process.

A sensitivity analysis is performed to search the pressure ratio that maxi-
mizes solar-to-electricity efficiency at constant air mass flow rate and turbine
inlet temperature and for a given location. Maximum values in the range
from 18.0% to 21.7% are obtained for a pressure ratio of 3.2 when turbine
inlet temperature changes between 800 °C (base-case system) and 900 °C and
direct solar irradiance (DNT) is 800 W /m?.
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The methodology allows also to simulate the performance of the system
when different design DNI’s are considered with the aim to maximize the
annual yield of the system (maximum average efficiency rather than maxi-
mum design point efficiency). Simulations performed for Beijing, Seville and
San Diego showed that quite different design DNI’s (610 to 815 W/m?) are
to be chosen ir order to get the maximum annual (average) efficiency: 11%
to 16% for the base-case system and 14% to 19% for a more advanced design.

Keywords: Microturbine, Solar dish, Volumetric cavity receiver, Design
and off-design

1. Introduction

Solar power is the most abundant and distributed primary energy source
on Earth. In the last decades, academic and governmental organizations
have attempted to develop power systems able to collect and convert this
energy into electricity. Many of these efforts were aimed at demonstrating
the technical and economic feasibility of systems that integrate solar energy
collection and concentration devices with well established power generation
systems. Among these conventional technologies, the focus has always been
on the utilization of gas turbines for their small footprint and low capital
cost [1-5].

One of the most recent attempts to develop small scale solar power genera-
tors based on micro gas turbine technology is the OMSoP project (Optimised
Microturbine Solar Power Generator), funded by the European Commission
within the 7* Framework Programme [6]. The OMSoP consortium has al-
ready published many works related to this type of systems [7-12]. Gio-
vannelli |7, 8] presents a review of the current state of the art in the area
of small-scale concentrated solar thermal power systems based on dish col-
lectors. Lanchi et al. [9] present the experimental solar unit developed by
ENEA (Italian National Agency for New Technologies, Energy and Suitable
Economic Development) for the OMSoP project. Cerri et al. [10] propose the
integration of solar dishes with advanced semi-closed cycles micro-turbines.
Sanchez et al. [11] analyze the potential of selected markets for the wolwide
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commercial deployment of OMSoP systems. Gavagnin et al. evaluate the
manufacturing, transportation and installation costs of the simple recuper-
ated solar-only and hybrid systems in [12| and the economic and financial
appraisal of the project for simple recuperated and intercooled and inter-
cooled /reheated advanced layouts in [13].

Micro gas turbines (mGT) have a power output in the range from a few
kilowatts [14] to half a megawatt [15], even if this upper limit might change
between 250 kW and 1 MW depending on the source. They typically include
single stage radial turbomachinery with moderate pressure ratio (though
higher pressure ratios in combination with axial flow machinery in larger
engines) and an internal heat recovery device (compact heat exchanger [14])
to enhance efficiency. These components are typically arranged in a single
shaft configuration although multiple-shaft layouts have also been considered
[16].

Solar micro turbines typically make use of a parabolic dish to collect and
concentrate solar energy onto a receiver which in turn converts it into heat.
The concentration ratio of these collectors is very high, therefore enabling
the very high temperatures that are needed for the engine to attain high effi-
ciency [17]. With the aforecited OMSoP project, the Royal Institute of Tech-
nology in Stockholm (KTH) tested two different solar receiver prototypes: a
cavity volumetric pressurized receiver with foam absorber [18, 19] and an
impingement cavity receiver [20]|. Aichmayer et al. studied the integration of
volumetric receivers in several applications such as solar systems for off-grid
energy production [21] and polygeneration in rural areas [22], either in sim-
ple or combined cycle configuration [23], whilst Wang et al. [24] studied the
integrated dish-mGT design using solar systems with impingement receivers.
These activities add to the past work with these systems for space, military
and civil power applications: Kesseli et al. calculated the performance of
a micro turbine engine composed by stock turbocharger components in [25]
while Dickey [26] presents the experimental performance of a Capstone mi-
cro turbine integrated with a field of heliostats. More recently, LeRoux and
Meyer make use of a lumped-volume approach to simulate the performance
of a small-scale dish-mTG system using data from standard off-the-shelf Gar-
rett turbocharger technology and a model of open-cavity tubular receivers
[27]. Semprini et al. also employ models of solar-only and hybrid mGT sys-
tems based on lumped-volumes and efficiency maps of turbomachinery taken
from literature |28].

In contrast to these past works, the current paper presents an integrated



procedure to design a solar mGT system and to evaluate its annual perfor-
mance. The objective is twofold: 1) to find the optimum design of the mGT
and its components for a specified design-point DNI, 2) to find the best de-
sign of the solar subsystem in various locations by identifying the design-point
DNI that yield maximum annual (average) solar-to-electric efficiency.

The first objective is accomplished by building detailed design models
of the mGT turbomachinery with the capacity to produce a geometry for
maximum efficiency. In so doing, turbomachinery efficiencies are not taken
from literature (as it is usually the case) but rather it is evaluated for the
particular geometry that best fits the real inlet /outlet thermodynamic states.
These design models of the compressor and turbine are also used to calculate
their corresponding performance maps (speed lines and efficiency islands)
which are later used to predict their behavior at partial load.

The second goal is achieved by building detailed off-design models of the
dish-mGT systems based on the performance maps of the individual compo-
nents and on a particular control strategy that ensures highest efficiency and
avoids overheating or overspeeding of the components. The optimum design
of the solar subsystem in various locations can thus be obtained by simu-
lating the complete dish-mGT system over a year at different design values
of the Direct Normal Irradiance. All the steps of this integrated design and
off-design analysis, which have not been found elsewhere in literature, are
presented in the paper.

2. Dish-mGT integrated solar systems

Dish-mGT integrated solar power generator systems are mostly based on
the simple recuperated Joule-Brayton cycle, Fig. 1, though other configu-
rations including intercooling and reheat have been proposed in literature
[13].

The parabolic dish is responsible for the heat supply. This is a well es-
tablished technology with many different designs having been tested mostly
for integration in dish-Stirling systems, [29-31|. Nevertheless, there is also
experience in the integration of parabollic dish collectors and micro turbines.
A complete dish-mGT assembly based on solarized turbocharger-derived en-
gines was studied in the mid 1980s by NASA (National Aeronautics and
Space Administration) through the Brayton Power System and Solar Ad-
vanced Gas Turbine Engine projects [32, 33]. Amsbeck et al. reported the
testing of a solar-hybrid mGT at the Plataforma Solar de Almeria [34] and
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Figure 1: Single-shaft recuperative microturbine with integrated solar receiver.

Dickey et al. published test results of an adapted Capstone mGT operated on
solar energy at the Weizmann Institute [35]. Finally, Kesseli et al. reported
tests carried out by Brayton Energy with a system including dish collectors,
micro gas turbines and a compressed air storage system [36]. In these sys-
tems, solar volumetric receivers is often used because of the higher efficiency
as compared to cavity receivers in either tubular or impingement configu-
ration [37, 38|. This experience in the integration of the prime mover and
the collector is complemented by the numerous studies in literature where
the differences between using adapted turbochargers or small gas turbines
designed from scratch are discussed [39-44].

In the recuperated Joule-Brayton cycle shown in Fig. 1, the available heat
carried by the gases leaving the expander is used to preheat the air delivered
by the compressor before this enters the combustor, with the aim to increase
the thermal efficiency of the engine. This layout is best exploited when
associated to low pressure ratios which enable the utilization of single-stage
radial turbomachinery coupled to a solar receiver which as a mere substitute
for the combustor of a conventional mGT [16]. The flow diagram is as follows.
Ambient air that enters the compressor (C') where it is pressurized (1-2).
This air stream then flows into the cold side of the counter-flow compact
recuperator (R) where it is heated by the hot exhaust air flowing out from the
turbine (2a-3a). Once preheated, the air enters the solar receiver (S) where
it is heated up further by the solar energy collected by the parablic dish and
concentrated onto the focal point where the solar receiver is mounted. This



component is a volumetric, pressurized receiver with a SiC foam absorber and
a quartz glass window that lets solar energy in whilst reducing both pressure
and convective heat loses. Hence, the concentrated solar beams entering the
receiver heat the foam absorber which, in turn, raises the temperature of air
flowing through it (air acts as a coolant for the absorber). The air exiting
the receiver flows into the turbine (7') where it is expanded (4-5) and it is
then sent to the hot end of the recuperator where it is cooled down by the
compressor delivery air before being released to the atmosphere (5a-6). When
the available solar radiation exceeds a maximum value (upper threshold), a
fraction of the total mass flow rate through the engine bypasses both sides
of the recuperator, thus reducing the inlet tempeature to the solar receiver
(3) and avoiding overheating of the system.

The electric generator (G) is mounted on the same shaft of the turbine
and compressor, hence rotating at a very high and variable speed (in the
range 100-150 krpm). This means that power electronics are required to
ensure that the voltage and frequency of the electric output are stable and
in compliance with the requirements of the grid.

3. Methodology

The methodology used to find the optimum design and performance of the
solar-mG'T system is based on an integrated procedure which links the design
and off-design models of the system. Both models are solved with a modular-
sequential approach which relies on the conservation of mass, momentum and
energy and on certain correlations to characterize pressure and energy losses.
The library Coolprop@®) [45] is used to compute the equation of state and to
obtain the thermodynamic properties of air, considered to be dry real gas.
The models have been implemented in the commercial software Matlab(®) on
the assumption that all the processes take place in equilibrium [46].

The first stage of the design module is to calculate the thermodynamic
cycle, the components and system efficiencies (except for the regenerator,
whose target effectiveness is set by the user) and the basic geometries of the
main components at nominal conditions. To this end, both one dimensional
(1-D) and zero dimensional (0-D) approaches are used: radial turbomachin-
ery (1-D), solar receiver (0-D), recuperator (0-D) and solar dish (0-D). The
design space is limited by a sufficiently large range of pressure ratios (2.5-4,
see Section 4.1) where potential designs are explored in order to attain high-
est solar-to-electric efficiency at the design point. The basic geometry of the



turbomachines, which includes the meridional passage and blades, is used to
produce their corresponding performance maps (i.e., specific energy change
and isentropic efficiency versus corrected mass flow rate), which are then used
by the off-design model (see Fig. 8) to evaluate the behavior of the system
when subjected to boundary conditions different from the design ones. This
off-design model relies on a suitable control strategy which ensures the safe
operation of the system within a certain range of boundary conditions.

3.1. Design model

The structure of the design model is shown in the flowchart in Fig. 2
whose input data are lised in Table 1. A base-case system and an advanced
system are considered with the same structure of the solver, corresponding
to two different sets of Turbine Inlet Temperature (7'I7") and recuperator
effectiveness (g,ec.pp): 800°C-85% and 900°C-90%, respectively.
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Figure 2: Design model flowchart.

Main system specifications

DNIpp 800 W/m? (sensitivity 400 W/m?2-1000 W/m?2)
Te,DP 3 (sensitivity 2.5-4)
Mair,DP 0.1 kg/s
TITpp 800 °C (base) 900 °C (adv.) €rec,pP 85 % (base) 90 % (adv.)
Tamb,DP 25 °C Pamb,DP 101325 Pa
fp,rec,c,DP 97.0 % fp,rec,h,DP 98.5 %
fp,rcv,DP 96.0 % fp,in/out,DP 99.5 %
Nmech,DP 99.0 % Nel,DP 90.0 %
ATyurb,DP 5°C N turb,DP 0.55

Table 1: Set of the independent variables (inpu parameters).

The thermodynamic (working) cycle of the engine is calculated from
the information in Table 1 as shown in Fig. 2. Then, block "Thermody-



namic cycle 1" calculates the inlet conditions (pressure and temperature)
to each turbomachinery along with the corresponding turbine expansion ra-
tio (repp = g—‘;) for a given pressure ratio of the compressor(r.pp = g—f).
In these calculations, pressure losses across solar receiver, recuperator and
inlet /outlet ducts are taken into account by means of the pressure loss fac-
tors (f, = £2) in Table 1. With this information, the turbomachinery 1-D
design models (blocks "Turbine” and "Compressor") calculate the draft ge-
ometries of turbine and compressor and hence their isentropic efficiencies and
rotational speed. These data are the used to complete the simulation of the
thermodynamic cycle by calculating the outlet states of each turbomachinery
and the complete heat balance of the recuperator. Once the thermodynamic
cycle is calculated fully, the recuperator can be designed using the e — NTU
approach to calculate the Number of Transfer Units (N7'U) and, in turn, the
total heat transfer area of the selected counter-flow configuration that yields
the target effectiveness specified originally.

The tools to design the solar subsystem include the parabolic dish and
receiver design models. The sizes of these components aperture area of the
collector and window area of the receiver are optimized for the nominal con-
ditions obtained by the design model of the mGT through minimization of
heat losses. Inputs to the parabolic dish model are the nominal DN and
the heat input to the receiver with which the receiver model then calculates
the air outlet temperature (TIT). Two iterative loops are finally used to
optimize the aperture area of collector and receiver:

1. The inner loop searches for the optimum size of the receiver window
which stems from a balance between heat input from the collector and
heat losses tot he environment.

2. The outer loop corrects the dish aperture area until the receiver outlet
temperature is equal to the specified T'IT at the rated conditions.

3.1.1. Thermodynamic cycle

The blocks calculating the design thermodynamic cycle in Fig. 2 (“Ther-
modynamic cycle 1 and 27”) include mass and energy conservation and com-
ponent efficiencies [47]. Thus, the outlet conditions from compressor and
expander are calculated from the total-to-total pressure ratios and the isen-
tropic efficiencies whilst the inlet and outlet states of the recuperator are com-
puted from a fixed effectiveness and pressure loss factors (€,eq.pp, fpreg.c0P
and f, e pp in Table 1). With this information, the model calculates all
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Figure 3: Temperature-entropy (left) and pressure-enthalpy (right) diagrams of the base-
case and advanced systems.

the thermodynamic states in Fig. 1 along with the mechanical shaft output
for a specified mass flow rate at compressor inlet (12;=0.1 kg/s). The net
electric power output is then calculated by applying the electric and me-
chanical efficiencies. Figure 3 shows the thermodynamic cycles of both the
base-case and advanced systems.

3.1.2. Turbomachinery

The design models of compressor and turbine are based on the one-
dimensional approaches proposed by Aungier in [48] and [49] and provide
the total-to-total isentropic efficiencies and the rotational speed of the sized
stages [50]. In the main, this approach assumes constant flow field variables
(velocity, temperature and pressure) at each cross-section of the flow passage
(channel). These variables are obtained from steady-state mass, energy and
momentum balance equations computed along the mean stream surface us-
ing empirical fluid dynamics and total pressure loss correlations. A boundary
layer model is applied to take into account the total pressure loss due to skin
friction between the fluid and passage walls, with the the resulting variation
of Reynolds number along the mean stream surface being used to evaluate
the entropy rise and, in turn, the isentropic efficiency.

The matching of compressor and turbine is initiated in the latter com-
ponent, for which a reference specific speed n,,=0.55 is adopted based on
recommendations by Rodgers [51] and Aungier [49], Eq. (1)). Based on
this specification, the rotational speed that yields highest turbine efficiency,
and thus cycle efficiency, is calculated (see also [52, 53]|). With this infor-
mation and the spouting velocity Cj ;s (velocity obtained in a total-to-static
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Figure 4: Specific speed vs. specific diameter compressor showing the Cordier line for
radial stages in dashed red. Adapted from [54]

isentropic expansion), the tangential speed of the blade (Uy,,) and the cor-
responding rotor diameter (dy,;) can be calculated, Eq. (2)) provided by
Aungier [49].

Wpp = Mgt~ o= (1)

Visy = 0.737 - 027 =

(2)

The rotational speed of the compressor is the same as that of the expander
and it can be used to calculate the specific speed (n,.) and diameter (d;.)
of the machine, Eq. (3,4). This information is obtained by interpolating
the corresponding ng vs. dg chart for maximum compressor efficiency (also
Cordier line, sohwn dashed red in Fig. 4) in the range of application of radial
turbomachinery (50<ns.<100) [54]. The specific diameter (ds.) so obtained
is used to calculate the tip diameter of the compressor impeller (dyp.).

"/00.65
Nge = WDPW (3)
ARY:25
dse = 2.865 - n 090 = dyy—0C (4)

Voe
The sizing of the turbine is performed in the following order: rotor, nozzle,

inlet volute and exhaust diffuser. For these elements, a draft geometry is
produced from a set of default design specifications in combination with
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empirical correlations based on the reference specific speed, as suggested by
Aungier [49]. These specifications include the spouting velocity of the stage,
specific diameter of the rotor, inlet flow angle, number, chord and thickness
of the blades and inlet-to-outlet radii ratio of the nozzle. The main design
steps applied to these data are summarized below, as described in [49] where
more details can be found:

e The main geometrical parameters of the rotor are calculated from n,
and dy;,; under the assumption that inlet velocity is radial (relative
rotor inlet angle is 90°). The meridional plane of the compressor is
sized so as to minimize the variation of area between the inlet and
outlet sections under the constant mass flow rate restriction, Fig. 5.
The number, mean line gometry and thickness distribution of the blades
is then calculated with empirical correlations and the feasibility of the
geometry so obtained is verified against the specific guidelines proposed
by Aungier [49];

e In order to size the nozzle, the minimum number of blades needed to
yield radial relative flow at the inlet to the wheel and, at the same time,
a blade loading lower than 1 is calculated;

e An elliptical configuration is considered for the volute, where the vari-
ation of cross sectional area comes determined by mass conservation, a

constant size parameter SP = A—ggﬁzl equal to 1 and the continuity

of the angular momentum at the nozzle row inlet;

e The exhaust diffuser design is obtained from empirical correlations on
the assumptions that the ratio between outlet and inlet areas is equal
to 1.5 and the divergence angle is 11°.

The aforedescribed procedure generates a draft geometry for the actual
design point, yielding a certain mass flow rate and total-to-total expansion
ratio. These values are then used to correct the design until the target
values are attained. Once the final design is obtained, the corresponding
performance map is produced by merely calculating the performance of the
expander for different sets of boundary conditions, including those specific
conditions for which sections of the machine get choked.

The compressor design process is different to the turbine as it does not
start from a set of sepcifications but, on the contrary, it is carried out directly
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by means of the empirical performance model proposed by Aungier [48|. In
this, guessed values of the total-to-total isentropic efficiency and total pres-
sure loss coefficient (from rotor inlet to volute outlet) are initially assumed
and the geometry of the compressor components are evaluated as follows:

e The impeller inlet section is sized in order to minimize the relative
Mach number at the shroud, whilst the outlet diameter is influenced
by the blade exit angle as a result from a trade-off between stage work
and the distortion and slip factors for each dy;,. (see Egs. (3) and (4)),
Fig. 5. The number of blades results from the minimum value yielding
a blade loading not lower than 0.9;

e The diffuser can be of the vaned or vaneless type. In the former case,
the number of vanes, the area ratio and the divergence angle result
from an optimization process to yield maximum efficiency with a total
load lower than 0.3;

e The outlet radius of the volute is calculated iteratively by fixing a
size parameter of 1.05. The radius distribution is then obtained from
continuity by keeping the size parameter constant.

The performance maps of compressor and turbine for the base-case and
advanced systems are shown in Fig. 6 respectively. These maps show total-
to-total isentropic enthalpy change and isentropic efficiency versus mass flow
rate for shaft speeds ranging from 70% to 115% of the design point value.

The performance of small turbomachinery is strongly affected by the
clearance between the rotor and the shroud (casing), [55]. Experimental
results obtained by Rodgers et al. show that turbine efficiency increases as
the clearance is reduced whilst compressor efficiency increases for increasing
clearance up to a maximum value from which it starts to decline [56]. Head
et al. [55] demonstrate that the effect of this gap is neither constant nor
proportional to the scale as observed in the following equation used to design
the clearance in turbine and compressor d.:

b 0.6
5cl = 5cl,ref : (M) ) (5)

bblade,ref

Equation 5 is referred to a reference blade height (bygde e = 5 mm) with
a reference clearance gap (0ures is 0.4 mm and 0.3 mm for turbines and
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Figure 5: Meridional flow passage of the compressor impeller (left) and turbine wheel
(right) for the base-case (above) and advanced (below) systems.

compressors, respectively). Typical absolute and relative (ratio of clearance
gap and blade height) clearance versus blade height trends are shown in Fig.
7, evidencing that the relative gap decreases for increasing blade height in
spite of a the higher absolute clearance clearance. The effect of roughness is
accounted for with a classical skin friction model based on boundary layer
analysis where a peak-to-valley roughness of 1 nm is assumed [57].
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Figure 7: Relative (left) and absolute clearance (right) gaps vs. blade height distributions.
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3.1.3. Recuperator

The design model of the regenerator is based on the well-know ¢ — NTU
approach [58] which is fed with the inlet and outlet conditions at design
point calculated with blocks “thermodynamic cycle 1 and 2”7 in Fig. 2. The
global heat transfer coefficient at design point is initially set to a constant
value of U,pp = 100 W/(m? K. Then, the hot and cold heat capacities
(C’Dp = mpp - ¢, pp) and heat capacity ratio (r,pp = C’min’Dp/C"mw,Dp
are caculated, yielding the number of transfer units NTUpp and the total
heat transfer area A.,, at design point. More considerations about how this

method can be applied to recuperators in micro gas turbines can be found
in [59-62].

1_5rec,DP
log, i

rec,DP€rec,DP
NTUpp = — X (6)
Min,DP * hrec,DP
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A _ Min,pP * Cpin,pp - NTUpp
ex,rec —

Urec,DP (7)
3.1.4. Cavity volumetric receiver

The simple model of the cavity volumetric receiver proposed by Aich-
mayer in [21] and modified by Semprini [28| to introduce the equations for
grey bodies is used here, with optical properties evaluated at each specific
wavelength. The model considers convective losses whereas the conductive
loss and the utilization of a secondary concentrator are neglected.

The optical properties are taken from Roger [63|. They are wavelength-
weighted values for a 5 mm thick fused silica glass window considering the
solar radiation spectrum and the thermal radiation produced by a black body
surface at 1100 °C. The radiation emitted by the glass window is calculated
as that of a gray body at 600K (326.85°C) with emissivity and absorptivity
equal to 0.8. The model includes the energy balance equations applied to
the glass window, the cavity and the foam absorber as shown in Egs.(?7,
with an additional equation for the absorber temperature, Eq.(15). The
convective heat transfer coefficient on the outer wall of the window is based
on a Nusselt number correlation for natural convection flow on inclined planes
heonv.pp = f(Oina) where the incliation angle is set to a constant value of
Oina = 60° [64]. With all this information, the outcome of the energy balance
is expressed in terms of specific intercepted beam power (Ipp = th pP/Arec)
and specific air mass flow rate per unit window area (Gpp = 13 pp/Arec)-

Qradw = [vis + 0 (cn Ty + Qi pr T — 2e0,T) (8)
Qeonviw = heonw (T = Tams) + U (T — ) (9)
Qradaw — Qeonvw =0 (10)

Qradabs = + 0 (et Ty — T pp + pingrTy) Tois (11)
Qeonvaabs = G (heav — hs) (12)

Qeonv.abs — Qrad.abs = 0 (13)
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Qcorw,cav =G (hcav - h3) - Uw (Tw - TS) =0 (14)

T - Tcav
Tabs = 4T (15>

3.1.5. Parabolic dish collector

This Section describes the fundmentals of the collector model whose com-
plete description can be found in [65, 66]. The concentrator geometry is a
truncated portion of a paraboloid, the extent of which is defined by the rim
angle W,;,. This parameter can correlated to the ratio between aperture
diameter dgs, and focal length fys, as in Eq. (16) and its calue is set to
W,.;m = 45° in this work. This choice is made to maximize the concentration
ratio between the parabolic dish and the cavity receiver.

The amount of energy collected and concentrated by the collector on the
receiver window is calculated considering a perfect parabola and then evalu-
ating the deviations from this ideal collector due to reflection of non-parallel
rays (sun shape error) and other reflection errors. The sunbeams are indeed
not perfectly parallel due to finite angular size of the sun disc (about 9.6
mrad). The reflected rays form therefore an image of finite size centered on
the focus, a so-called solar spot rather than an ideal single point image. In
addition to this deviation from the ideal situation, there are other errors that
come about during the manufacturing of the dish or because of the working
conditions of the system. These errors are assumed to be random and are
reported in the form of standard deviations units so that it is possible to
determine their combined effect statistically. The total concentration error
(01t = 6.7 mrad) is considered constant and calculated as the cumulative
effect of the sun shape effect, the slope error of the true parabolic shape,
the non-specular reflection of the incident beam, the tracking error and the
receiver alignment error. Table 2 shows the breakdown of the angular con-
centration errors considered for one standard distribution, i.e. when 68% of
all measurements of the errors fall within the angular deviations noted.

In addition to the phenomena described above, the radiation emitted
by the Sun is not evenly distributed across its disc and hence a standard
distribution is assumed to handle this error as an additional contribution
to the aforeslisted errors, according to Harris and Duff [67]. With all this
information, the total irradiance (incoming concentrated radiation onto the
receiver window can be calculated from the ideal description of a parabola
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Concentration errors

Type and source

Effective magnitude (1o)

(e

Structure 5 mrad 25

Tracking sensor 2 mrad 4

Tracking drive non-uniformity 2 mrad 4

Receiver alignment 2 mrad 4

Total 1D 6.1 mrad 37
Mirror specular reflectance 0.5 mrad 0.25
Sun shape 2.8 mrad 7.84
Total 2D 2.8 mrad 8.09

Total 6.7 mrad

Table 2: Sun image size, reflection, tracking and alignment errors.

reflecting parallel rays. To this aim, the dish is divided into finite rings for
which the solar energy collected is calculated as in Eq.(20), where pg;s, is the
specular reflectance of the mirror surface and I'; is the fraction of heat flux
captured calculated. This latter parameter is calculated as a function of the
receiver window size as shown in Eq.(19). These calculations complement
the total radiant flux reflected onto the focal point by a differential ring area
of an ideal parabolic dish, as calculated in Eq. (18).

fdish -

Ddish =

daish

Tian (%)

2fdish

1+ cos (Vyim)

(dq)) _ 81 DNIpp- f3, -sin¥;
i,DP

av /, (14 cos W,)*
dr c’ q)z
n; = - arctan ﬁ; L = f(n)
Otot Pdish

\I]rim

: dd
Qinter,DP - Z Pdish * Fz . (d_\I’)iDP . A\I/Z

1=3°

3.2. Off-design model

The off-design model is implemented in two steps:

(16)

(17)

(18)

(19)

(20)

1. Calculation of the overall /global performance maps showing the output
and efficiency of the solar-mGT system as a function of DNT at a given

ambient temperature.
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2. Calculation of the annual yield (production of energy) for a given an-
nual distribution of DNI and ambient temperature in a specified loca-
tion.

The calculations in the first bullet point above are solved iteratively from
the design point of the system (size of components, thermodynamic states of
the cycle, performance maps of the compressor and turbine) as shown in the
flowchart in Fig. (8). In summary, DNI and ambient temperature are varied
independently in the range of interest to yield the off-design performance map
of the system which provides the electric output produced in steady-state
conditions for each pair (DNI,Ty,). Internally, the off-design submodel
of each component is fed by the corresponding inlet state and boundary
conditions and, in turn, calculates the outlet state that is used by the off-
design submodel of the component downstream.

-Inputs-
System design
Off design adim. map
i

DNI ACOTLC ATGC
-Parabolic dish off-

Qint,rec

Maps kgep Ty p1 My N
-Compressor off-

T, p2 M3 s Pe my Kaep |
Ts||N < Npax
P Pe < P
T, Ts p2 ps 1y 5 N max
Areg NTUpp Ty =TITpp
-Recuperator off- Ts < TOT pax

T3 Te p3 3 1itg

T3 p3 M3 Tamp Qim:,rec
-Solar receiver off-
TIT =T, py 11y

Maps Ty py my N
-Turbine off
TOT =Ts ms

!

-Outputs-
Pel,i nsolar,i

Figure 8: Flow chart of the off-design model.

The aforedescribed sequence of the solver must nevertheless be comple-
mented by appropriate numerical and control strategies which ensures that
the computation is stable and the operation of the system is safe under any
set of boundary conditions. This numerical and control strategy is made up
of two iterative loops that are needed to enable convergence of the solver.
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The inner loop, shown grey in Fig. 8, exchanges information between the
recuperator and expander and is used to calculate the turbine outlet tem-
perature (I'OT = Ts) and the air mass flow rate at equilibrium (). TOT
is a required input to solve the regenerator submodel but, at the same time,
it depends on the off-design performance of the expander downstream. At
the same time, m; depends on the pressure ratio and shaft speed of com-
pressor and turbine, bringing in a cross-dependence between the operating
point of both components. The inner loop starts off with guessed values of
both variables (T'OT',rn1) and iterates through corrections until covergence
is reached.

The outer iterative loop, blue line in Fig. 8, is used to implement the
control strategy that maximizes the efficiency of the system and avoids op-
eration in non-feasible conditions. The strategy is based on keeping turbine
inlet temperature (T'IT = Ty) at the rated value through variations of shaft
speed (V). As expected, these changes in rotational speed bring about similar
changes in both the enthalpy change and throughput across the compressor
and expander. This strategy is valid for any set of boundary conditions as
long as specific (upper) thresholds of the following critical variables are not
exceeded: turbine outlet temperature (70T, electric output (P,.;) and shaft
speed (N).

Indeed, a maximum TOT (TOT,,,.) is introduced to prevent overheating
of the recuperator since this temperature is actually the inlet temperature to
the hot end of the heat exchanger. Following the indications by McDonald
[61], the limit is set to 675°C for the base-case (in which the recuperator is
made up of 347 stainless steel) and to 750°C for the advanced system (in
which super 347 stainless steel is used). It is worth noting that this limit can
potentially be exceeded at DNI lower than the rated value only. In these
conditions when DNI < DN Ipp, the air flow rate through the solar receiver
(g = 1) is reduced through a reduction of shaft speed (V) in order to keep
TIT at the rated value. This leads to a reduction in the engine’s pressure
ratio according to the performance maps of compressor and expander (see
Fig. 6) and, in turn, TOT increases. Eventually, when the upper limit
is reached the control strategy of shaft speed changes to keep T'OT' at the
maximum value (Figs. 9 and 10).

Maximum values of shaft power P,,.. and N are also in place to pre-
vent overloading of the electric generator and overspeeding of the rotating
components for DNI > DNIpp. N4, is assumed to be equal to 115% of
the rated value while P,,cchmar 18 calculated as a function of N (see Section
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3.2.2). When Pcch max and/or N, are reached, the recuperator is bypassed
to a certain fraction (a similar fraction of the hot and cold flows are diverted
to their corresponding outlets) as discussed in Section 2. This results in a
reduction of the air temperature at the inlet (and most likely the outlet) of
the solar receiver which implies a reduction in both P, and N. A control
parameter kg, is introduced in the outer loop to evaluate the amount of air
mass flow rate that is bypassed at the recuperator. It is defined as the ratio
of mass flow rate that enters the recuperator to the the total mass flow rate
at compressor outlet (kgep = ma,/1he). It is also assumed that the system
is shut down for kg, < 0.75 and/or for N/Npp < 0.75. A comparative
study of the control strategies for pure solar microturbine systems, including
recuperator by-pass, has recently been published by Ghavami et al. [68].

Figures 9 and 10 show the performance of the system when the afore-
described control strategy is implemented, both for the base-case and ad-
vanced systems. The plots considered variable DN and constant ambient
temperature (25°C) even if similar plots for variable T,,, could have been
produced. It is worth noting that that the limit TOT is reached only in the
advanced system for DNT<420 W /m?.

900
DNIyein K. <1
850 TIT=TIT,, dep DNl
TOT=TOT,, Kgep<1
c‘i'800 1 1
)
é 750 DNIin l TIT=TIT,, DNI o
2
e
qé_ 700
& 650 TIT SR
TIT SR-1I
600 TOT SR-I
TOT SR-I1
550
0 200 400 600 800 1000 1200 1400
DNI [W/m?|

Figure 9: Off-design turbine inlet (TIT) and outlet (TTOT) temperatures vs. DNI di-
agrams at rated ambient temperature (Tpmp, pp) for the base-case (green) and advanced
(blue) systems.

3.2.1. Turbomachinery

The off-design submodels of compressor and turbine calculate the isen-
tropic and actual (polytropic) outlet states of these components, starting
from the rotational speed and mass flow rate obtained from the performance

21



SR-1

T sRl . m

rel

o o
=] =]
° °
80" 80
v ’ ° kﬂep
= =
= 70% E 0y
= =
& eou & 6o
501 50%
40° 40%
30% T 1 30% T T d
0 400 800 1200 1600 0 400 800 1200 1600
DNI [W/m?] DNI [W/m?|
9 o2
ss Nel -
Ere
84% 34
Nrey
< Mise.tt < )
80 80
76 Nis e tt 76
T N
0 400 800 1200 1600 0 400 800 1200 1600
DNI [W/m?] DNI [W/m?2]

Figure 10: Main system control variables (above) and components efficiencies (below) vs
DNI (at Tamb,DP)'

maps obtained in the design phase (see Section 3.1.2). These maps are cor-
rected to extend their validity to inlet temperatures and pressures different
from the rated values that were used to calculate them. Similarity laws
are also used to calculate the corrected inlet conditions as suggested in [69]
and [70]. Compared to the typical formulas used to correct turbomachin-
ery maps, that are valid for perfect gas, some factors accounting for real
gas effects (variable specific heats and compressibility factor) are introduced.
These similarity laws correlate the inlet mass flow rate and rotational speed
to the isentropic enthalpy change and isentropic efficiency as in Eqs. (21-
23) where 0 is the ratio between the actual and reference inlet pressures
(0 = po.act/Pores) and € (Eq. (24)) and 6 (Eq. (25)) take into account the
changes in compressibility and specific heat ratio between the reference (ref)
and actual (real) inlet conditions.

NT'(:‘CL
N, = \/gl (21)
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Teg ; (22)
Ahis,real
Ahis,eq - T (23)
TYref .
2 Tref—
e ()
€ — 'Vref‘f‘l — (24)

2 Vreal —1
ryreal ( 'Yreal“"l )

2
0 — (‘/cr,real) 7 (25>

‘/cr,ref

Verreat and Vi, ,op are calculated as in Eq.(25) where g, is the gravita-
tional acceleration, Z is the gas compressibility factor and R is the ideal gas
constant:

2.y
N (20

3.2.2. Electric generator

The off-design behavior of the electric generator is simulated using the em-
pirical model developed by ENEA for the OMSoP project [8]. In this model,
the mechanical-to-electric efficiency (1) depends on shaft work (Ppecn),
whose value is limited to prevent an excess of current intensity in the rotor,
and rotational speed (V). Figure 12 shows the non dimensional relationships
of the model.

3.2.83. Other components

The performance of the parabolic dish colector in off-design conditions
does not differ from the design point due ot eh two degrees of freedom of the
tracking system, which ensures that the dish is aligned with the sun. The off-
design models of recuperator and solar receiver include the same equations
as the design models but they are solved downstream rather than upstream.
The variations of the global heat transfer coefficient with the mass flow rate
are evaluated using Eq. (27).
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Figure 11: Corrected performnce maps used for the off-design model and off-design equi-
librium points of compressor (above) and turbine (below) for the base-case (left) and
advanced (right) systems.

U = Upp- (i) o7)

mpp

The pressure losses of recuperator, solar receiver and inlet/outlet ducts
are varied according to FEq. 28.

. 1.21

m

Ap = Appp - < . )  bor (28)
Mpp P

4. Results
This last Section presents three differents sets of results:

1. The results obtained by running the design model for the base-case
(T'IT = 800°C' and €,¢5 pp = 0.85) and advanced (TIT = 900°C' and
€req, 0P = 0.90) systems for a design DN of 800 W/m? and an air flow
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Figure 12: Electric generator efficiency vs. shaft work and rotational speed (left) and
maximum shaft poewr vs rotational speed (right). Scales are non dimensional.

rate of 0.1 kg/s (see Table 1). In this analysis, the sensitivity to the
rated pressure ratio is also assessed.

2. The off-design performance maps and the results of the annual simula-
tion of the two systems mentioned in the previous bullet point;

3. The results of a sensitivity analysis with respect to the design DN for
three different locations (Beijing, Sivelle and San Diego).

4.1. Results at design point
The following performance metrics are used to characterize the aforecited
systems:

e The solar-to-electric efficiency (7so1ar) is defined as the ratio from net
electric output (P,;) to total heat input to the system (DN - Ag gisn)s
Eq. (29). It can be applied to either design or off-design conditions.

A

e The specific output can be referred to the air mass flow rate (P, Eq.

(30)) or the aperture area of the parabolic dish (Psyarpp, Eq. (31)).
It can be applied to either design or off-design conditions.

e The parabolic dish (ngsn.pp), solar receiver (... pp) and mGT cycle
(Neyete,pp) efficiencies, which are defined by Eqs. (32-34)

Pel
solar — 29
Msel DN - Aa,dish ( )
~ Pe
p,=-< (30)
my
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7 o Pel

Pso ar = 31
: Aa,dish ( )
Qint DP
ish — : 32
Hdish DNIpp - Aq dish (32)
Nree,DP = M (33>
Qint,DP
P,
Neycle,DP = ﬂ (34>
ngt,DP

A complete sensitivity analysis of system and component performance
against pressure ratio (r.pp) is shown in Fig. 13 for the base-case and
advanced systems (green and blue lines respectively). There are some inter-
esting features to be noted. Firstly, it worth noting that even if a higher
optimum (maximum 7)s,4) pressure ratio would have been expected for the
advanced case, both systems find the optimum pressure ratio around 3.2.
This is mostly because of the higher recuperator effectiveness (€,¢, pp of the
advanced case which promotes a lower pressure ratio to exploit the recu-
perative potential fully, see Table 1. The efficiency of the parabolic dish is
independent from 7.pp as shown in Section 3.1.5), whereas the efficiency
of the receiver increases with pressure ratio slightly because of the higher
air density. Shaft speed increases with pressure ratio according to the Euler
equation because more work is needed whereas the aperture areas of dish and
receiver increase with r. pp due to the higher heat input that comes about
because of the decreasing inlet temperature to the receiver (lower turbine
exhaust temperature.

In the light of the information in Fig. 13 and in order to maintain a
feasible shaft speed in the order of 130krpm, a pressure ratio lower of 3 is
selected for the design case. Even if this is lower than the optimum value,
the impact on the design solar-to-electric efficiency is lower than 1% whilst
still bringing about considerable reductions in shaft speed, dish area and net
electric output (smaller system).

Table 3 summarizes the dependent variables considered in the design pro-
cess whose values correspond to the optimum pressure ratio of both systems.
The base-case system produces more then 7 kW, with an aperture area of 50
m? while the advanced system generates 9 kW, approximately (about 25%
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Figure 13: Solar-to-electric efficiency vs. pressure ratio and specific power (above), tur-
bomachinery total-to-total efficiencies vs. pressure ratio (center) and shaft speed and
dish/receiver aperture areas vs. pressure ratio (below). Base-case and advanced systems
shown in green and blue respectively.

more) with a 3% larger aperture area only. This power gain is mainly due to
the higher T'IT and €,y pp Which raise the mean temperature of heat addi-
tion to the working cycle, transformations 3’ — 4" and 3” — 4” in Fig. 3. On
the other hand, the aperture area must be increased by 12% in the advanced
system as compared to the base-case if the same lower value of €., pp (85%)
is considered.

4.2. Results of the annual simulations

In order to evaluate and analyze the results of the off-design model, the
following three additional performance metrics are introduced:
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Base-case system

Pel,DP 7.19 kWe MNis,t,DP 82.44 %

Agish (daisn)  50.0 m? (8.0 m) Nis,e,pP  76.52 %

ASR (dSR) 167 ch (146 cm) ndish,DP 90.35 %

emrec D570 m2 Nree,pP  82.79 %

NTUTEC,DP 5.45 Neycle,DP 24.03 %

Npp 129690 rpm Nsolar,pP  17.97 %
P.ipp  0.144 KW, /m? Papp 719 EW./kg

Advanced system

Py pp 896 kW, Mis,t,pp 8164 %

Agisn (daisn) 515 m? (8.1 m) Nis,e,pP  16.97 %

Asgr (dsgr) 171 ecm? (148 cm)  naisn,pp  90.34 %

Acarec 8757 m? Nree,pp  82.04 %

NTUrec,DP 8.58 Nleycle,DP 29.34 %

Npp 132540 rpm Nsolar,pP  21.74 %
Pot.pp 0174 kW, /m? Papp  89.6 kWe/kg

Table 3: Main design specifications of the base-case and advanced systems and their
components at 800 W/ m? and the optimum Te,DP-

e The mean annual conversion efficiency (Mannuat, Eq. (35)) is the ratio

from the annual yield (net) (Eg ) to the available solar energy input
(Esor) over the year. The latter may differ from the solar energy actually
harvested by the system (Qs0) due to the outage (system not working)
of the system for DNI < DNlI.yt—in and DNI > DNy of¢, Fig. 9.

The capacity factor of the system (feapacity, Eq. (36)) is the ratio from
the annual yield (Eq ) to the electric energy that would be produced
if the system worked at the nominal output (P.; pp) throughout the
year (8760 hours).

The dumped solar energy factor ( faumpea, Eq. (37), is the ratio from the
solar energy that is available but not harvested by the system (E, —
Qso1) to the available solar energy input (Fs,). This metric is used
to quantify the fraction of available solar eneryg cannot be harvested
because the system is already running at full capacity.

Eel net
annual — 7 35
7 l Qsol ( )
Eel net
capacity — : 36
f pacity Pel,DP . 8760 ( )
Esol - Qsol
wmped = 1 — ———— 37
fd ped Esol ( )
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Figure 14 shows the performance maps obtained for the base-case (blue)
and advanced (red) systems. The inability to absorb a very high radiation
becomes evident in the upper charts for increasing DN and translates into
a drastic drop in efficiency (bottom charts) due to a large fraction of the
available solar energy not being converted into useful work.
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Figure 14: Performance maps of the base-case (left) and advanced (right) systems: net
power output vs. DN (above) and solar-to-electric efficiency vs. DNI (below)

Regardless of the behavior shown in Fig. 14, the maps are used to per-
form annual simulations in three different locations: Beijing (China), Seville
(Spain) and San Diego (USA). According to the results shown in Table 4, the
highest yield is obtained in San Diego where the base-case system achieves
15.87% annual conversion efficiency and 24.77% capacity factor, with just
10.69% of the available solar energy being dumped out of the system. Seville
shows a similar performance but, in contrast, the efficiency in Beijing is just
11.13% and the capacity factor is 10.51%), mainly due to the high amount of
dumped solar energy (more than 37%). It must be noted that the high
fdumpea In this location is not due to frequent overflows of solar energy
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(DNI > DNl.u_off) but to long periods of time with DNI lower than
the cut-in value (DNI > DNI.u_o¢f). Finally, when the advanced systems
are considered, these yied similar performances in terms of dumped solar
energy and capacity factors whereas the annual efficiency is around 2.7-3.5
percentage points higher in all locations.

Base-case system
Locations  Beijing  Seville San Diego
DNIpp[W/m?] 800 800 800
Esoi[kWh] 59494 88676 98304
Qsol[kWh] 37223 76273 87797
Eeimet[KWh] 6622 13384 15605
Nannual  11.13%  15.09%  15.87%
fdumpea  37.43%  13.99%  10.69%
feapacity  10.51%  21.24%  24.77%

Advanced system
Locations Beijing Seville San Diego
DNIpp[W/m?] 800 800 800
Esoi[kWh] 61257 91304 101217
Qsot[kWh] 39424 79669 91087
Ecinet[KWh] 8463 16938 19581
Nannual  13.82%  18.55%  19.35%
fdumpea  35.64%  12.74%  10.01%
feapacity  10.78%  21.58%  24.95%

Table 4: Performance of the base-case and advanced systems designed for 800 W/m? in a
Typical Meteorological Year (TMY).

4.8. Sensitivity analysis. Impact of design DNI

Sections 4.1 and 4.2 have shown that largely different performances can
be obtained when the same system is operated under dissimilar boundary
conditions. For this reason, a sensitivity analysis is now performed in order
to assess to what extent the location impacts the optimum design DNT; i.e.,
DNIpp that yields highest annual efficiency (9annuar, Eq. (35). This metric
depends on the hourly distribution of DN and on the performance maps of
the system.

The sensitivity analysis is performed following the procedure shown in
Figure 15. Mass flow rate and turbine inlet temperature are set to their
rated values (0.1 kg/s and 800/900 °C for the base-case/advanced systems,
respectively) and the value of DN at the design point (external loop) is
changed in the range of interest (400-1000 W/m?). This means that the
micro turbine design remains unaltered with respect to the original design
for DNIpp=800 W/m? whereas the solar subsystem (parabolic dish and
volumetric receiver) has to be re-sized according to the new value of DN Ipp.
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Figure 15: DN sensitivity analysis flowchart.

The calculations for each DN Ipp are based on non-dimensional perfor-
mance maps of the system, obtained from those shown in Section 3.2 for
the reference case at 800 W/m?. These maps shown in Fig. 14 are then
dimensionalized again by merely multiplying the horizontal scale by the cor-
responding value of DNIpp. The procedure is not utterly accurate but
the error incurred does not bring about significant deviations in terms of
annual system performance because the efficiency of the parabolic dish is
rather independent from its size within reasonable limits (see Egs. (16) to
(20)), while the efficiency of the receiver is only slightly affected by DNI
for given TIT and T,,,. Moreover, the performance maps obtained with
the non-dimensional approach and those built using the complete off-design
procedure in Section 3.2 are shown in solid blue and dotted white lines in
Fig. 16, confirming that there is very good agreement in all cases.

The resulting variations of Mannuat, feapacity a0d faumpea of the base case
and advanced systems are shown in Fig. 17. The lower optimal DN Ipp is
found for Beijing (660 W /m? for the base-case system and 610 W/m? for the
advanced system) whilst the highest DNIpp,,: corresponds to San Diego
(815 W/m? for both systems), Seville laying in between (715 W/m? and 705
W /m?). The following features are worth noting:

e There exists a visible optimum value of DN Ipp for each location. De-
signing the system for a value different to this one, for instance if a

31



Perner  [KWe]

1000 1200 1400 1600 1800

0 200 400 600 800
DNI [W/m?]

Figure 16: Validation of the performance maps used in the DN sensitivity analysis: maps
calculated with the complete off-design procedure (dotted white) and non-dimensional
maps (solid blue).

universal DN Ipp were used, would inevitably bring about a drastic
performance drop (Nannual)-

e The previous statement is stronger in locations with low DNI whereas
small changes in DNIpp around the optimum value do not imply a
large decrease in 7,,nua if the available DNT is high.

e Interestingly, the values of DNIpp that optimize the capacity factor
or dumped solar energy factor in a specific location are generally lower
than the value DNIpp,, that yields highest annual conversion effi-
ciency.

The rated specifications of the dish-mGT systems designed for the op-
timum DNIpp are summarized in Table 5 while Table 6 shows the corre-
sponding annual performances. It is easily observed that the required dish
and receiver aperture areas are higher than those calculated for 800 W /m?
which brings about a slightly lower nominal solar-to-electric efficiency due
to the higher thermal losses (which are proportional to the receiver area).
Nevertheless, in spite of this, there is a significant gain in the annual yield
in Beijing and Seville with respect to the reference case with DN Ipp=800
W/m? (34-48% and 14-16% respectively) while the electricity production in
San Diego remains almost constant. The latter insensitivity is due to the op-
timum DN Ipp in San Diego being close to the reference value of 800 W /m?.
These results underline the importance of a proper selection of DNIpp for
each location which turns this parameter into a project-specific design vari-
able. A further step, which is beyond the scope of this paper, would be to
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Figure 17: Mean annual solar-to-electric conversion efficiency vs DNIpp for the three

selected locations: base-case (above) and advanced (below) systems.
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search for the DNIpp that minimizes the levelized cost of electricity (LCoE)
over the expected lifetime of the project. To this end, an optimization pro-
cedure would be necessary to balance the impact of dish size, main economic
driver of the system that is directly proportional to the cost and inversely
proportional to the amount of electricity produced.

Base-case system
Beijing Seville San Diego

DNIpp 660 715 815
Agish  60.9m?  56.1m?  49.1 m?
dgisn, 8.8 m 8.5 m 7.9 m

Asr 203 cm? 187 cm? 164 cm?

dsrp 16.1 cm 15.4 cm 14.4 cm
Ndish,DP 9034% 9034% 9035%
Nree,pP  82.48% 82.62% 82.82%
Nsolar,DP 17.90% 17.93% 17.98%

Advanced system
Beijing Seville San Diego

DNIpp 610 705 815
Agisn  68.1m?  58.7m?  50.5 m2
dgisn, 9.3 m 8.6 m 8.0 m

Asp 227 cm? 195 cm? 168 cm?

dsr 17.0 cm 15.8 cm 14.6 cm
Naish,pp  90.33% 90.33% 90.34%
Nree,pp  81.33% 81.73% 82.08%
Nsolar,pP  21.55% 21.66% 21.76%

Table 5: Main design features of the base-case and advanced systems at the optimum
DNIpp

In order to clarify the previous discussion further, Fig. 18 shows the
difference in power production between the base-case (above) and advanced
(below) systems sized for 800 W/m? and the optimum DNT (Table 6); these
results correspond to the week 18-25 June of the TMY in Seville. It becomes
evident that the dashed lines representing the optimized system are always
above the solid lines representing the system designed for 800 W/m?. This
increases the capacity factor of the system and is expected to consequently
reduce the levelized cost of electricity.

5. Validation of numerical models

The numerical models of the complet dish-mGT system cannot be val-
idated directly since there are no systems of the same size available in the
market nor in literature. Nevertheless, the model is expected to provide
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Base-case system
Locations  Beijing  Seville San Diego
DNIpp [W/m?] 660 715 815

E. o [kWh| 72396 99435 96463

Qsor [KWhH] 50719 88640 85939

Eei net [kWh] 8895 15320 15334
Nannual  12.29%  15.41%  15.90%
faumpea  29.94%  10.86%  10.91%
feapacity  14.12%  24.32%  24.34%

Advanced system
Locations Beijing Seville San Diego
DNIpp [W/m?] 610 705 815

E., [kWh] 81048 104002 99303

Qso1 [kKWh] 60026 93666 89076

Eoinet [kWh] 12508 19595 19222
Nannual  15.43%  18.84%  19.36%
fdumpea  25.94%  9.94%  10.30%
feapacity  15.94%  24.97%  24.49%

Table 6: Performance of the base-case and advanced systems designed for DNIpp p¢ and
a Typical Meteorological Year (TMY).

results that are close to reality because the individual models of the con-
stituents were previously validated against theoretical or experimental data.
In particular:

e The models used to produce the performance maps of the compressor
and turbine are well known and have been validated against a very
large set of experimental data taken from real applications [48, 49|.

e Both the design and off-design models of the solar components (parabolic
dish and volumetric receiver) have been validated against data obtained
at the test rig in the Royal Institute of Technology in Stockholm (KTH)
[18, 19].

e The off-design model of the electric generator is derived from experi-
mental data obtained by ENEA directly [§].

e The properties of dry air with real gas behavior are computed with
Coolprop®) whose accuracy is widely acknowledged within the indus-
trial and scientific communities [45].
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Figure 18: Comparison between the power generations of the base-case (below) and ad-
vanced (above) systems sized for 800 %5 (green and blue solid lines) and for the optimum
DNT (green and blue dotted lines) in the days 19-22 June of the TMY.

6. Conclusions

A novel integrated procedure to design a solar dish-mGT system and eval-
uate its performance has been presented with a specific focus on the geometry
and specifications of the components that yield the best performance. An in-
novative control strategy has also been proposed with the objective to avoid
overheating and overloading of the system under any operating conditions
(DNI and ambient temperature).

The design model was run for two different sets of turbine inlet temper-
atures and recuperator effectiveness (717 and €., pp): 800°C-85% for the
base-case and 900°C-90% dor the advanced system. Different systems are de-
signed for each case (geometry and efficiency of components, thermodynamic
states of the working cycle, turbomachinery performance maps) which yield
different off-design performance maps linking the net power output of the
total system to the boundary conditions (ambient temperature and DNT).

With this information, annual simulations were performed for three se-
lected locations (Beijing, Seville and San Diego) based on performance maps
adapted to their particular DNI. The results show that there is a large
potential for performance gain when the system is designed with a project-
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specific DNIpp in lieu of a standard DN Ipp (with a reference value of 800
W /m?). For the cases considered, the mean annual conversion efficiency of
the base-case and advanced systems can potentially increase by 11%-16% and
14%-19% respectively.

Finally, with regards to the annual production of electricity, the figures
in the previous paragraph translate into a very large increase which can
be as high as almost 50% for the case of Beijing. These results emphasize
the importance of selecting the design specifications in accordance with the
local meteorological conditions along a typical year in order to maximize the
production of electricity and in turn minimize costs.
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