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Log-Domain Implementation of Complex Dynamics
Reaction-Diffusion Neural Networks
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Abstract—in this paper, we have identified a second-order = The equations describing active wave propagation have the
reaction-diffusion differential equation able to reproduce through  general form
parameter setting different complex spatio-temporal behaviors.
We have designed a log-domain hardware that implements the 2
spatially discretized version of the selected reaction-diffusion &u = f(u) + DV-u Q)
equation. The logarithmic compression of the state variables
allows several decades of variation of these state variables within whereu(z,¢) is an m-dimensional vector which defines the
subthreshold operation of the MOS transistors. Furthermore, as gystem state at positian (Wherez € R") at timet. f(u)is

all the equation parameters are implemented as currents, they g gat ofy, nonlinear functions of the state variable vecioD
can be adjusted several decades. As a demonstrator, we have trix. The di lel ts 5 D. K
designed a chip containing a linear array of ten second-order IS anm X m matrix. 1he diagonal elements of, LJ; aré known

dynamics coupled cells. Using this hardware, we have experimen- as the diffusion coefficients of thith state variable. An&” is
tally reproduced two complex spatio-temporal phenomena: the the Laplacian operator, which defined®Ri" is

propagation of travelling waves and of trigger waves, as well as

isolated oscillatory cells. 9 R N RN P 9%,
- 022 Ol Ox2’

n

[=1,2,...,m. (2)
Index Terms—Analog circuit design, analog very large scale

integration (VLSI), current mode, logdomain, neural networks, . . . .
nonlinear circuits, piecewise-linear circuit, subthreshold, weak Table | contains some well-known reaction—diffusion

inversion. equations commonly used in the literature [8]-[13] to model
complex spatio-temporal behaviors that appear in several dis-
ciplines. All the equations in Table | correspond to the general
|. INTRODUCTION form of (1). These equations can generate patterns and waves
ANY pattern formation and wave propagation pheincludingtravellingwaves trigger waves, andpiral waves.
nomena that appear in nature can be described byThese phenomena have been also successfully reproduced in
systems of coupled nonlinear differential equations, gen&fase where the continuum medium description is approximated
ally known asreaction-diffusionequations [1]. These wavepy adiscretely spacedne [14]-[16]. If we do this spatial dis-
propagation phenomena are exhibited by systems belongiigtization, in two dimensions = 2, (1) takes the form
to very different scientific disciplines. For example, in neuro-
physiology, the propagation of electrical impulses through t u(i,j) = f(u(i,j)) + D[u(i + 1,7)
nervous system and the propagation of the cardiac moveméht . . . o .
through the cardiac muscle are classical examples of active tu(i, g +1) +u(i—1,5) +uli,j —1) - du(i, j)]
wave propagation. It is known that anomalies causing disor- 3)
ganization of autowave structures result into patient’s clinical

syndromes [2], [3]. Some groups have also investigated twgereu(i,j) is the vector of state variables for the cell located

D X . L . t spatial position:( ).
application of active mediums in image processing tasks [4]. . A
PP ge b g [ﬁ Equation (3) can be interpreted as a regular array of cells.

However, the huge amount of calculations involved in the ) ) 4
simulations of these spatio/temporal phenomena makes ¢h cell has complex dynamics describedrbgtate variables
%rg]d is coupled to its neighbors through linegnapses

process tedious and extremely time consuming. In such

scenario, the existence of a specialized paralIeI/processinquual;'cmsfIn TableI,_sgf)wdlfferintlevzls ofco;npleTgty, thgt
hardware able to reproduce these behaviors at very high spéﬁ umber of state variables, number and type of nonlinearities

would be a valuable tool to study and understand more dee number of couplings be_tween state variables of adjacent
these phenomena. Recently, there have been several reses Bﬁ We selected an.equapon that capture_s all the F:omplex
patio-temporal behavior3uring patternformation,traveling

groups realizing circuit implementations of reaction- diffusiofi : . : :
equations [5]-[7] waves trigger wavesand spiral wavespropagation, while at

the same time maintains the lowest possible level of complexity
[16].
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TABLE |
REACTION-DIFFUSION EQUATIONS REPORTED INLITERATURE TO DESCRIBEACTIVE SYSTEMS PERTAINING TO SEVERAL SCIENTIFIC DISCIPLINES

Discipline

Equation

Genetic

Fisher’s Equation

du

Biology

Thermodynamics

Neurophysiology

Chemistry

3 = u(l—u)+Vu
Meinhardt-Gierer e 2
— ol _ 2
5% = o Bv+D,Viu
gl; = (qu—Yv+D2V2v
Brusselator
%‘ = a-(b+1)u+u’v+D,Vu
% = bu—u2v+D2V2v
FitzHugh-Nagumo 3
%? = —(%—u)+D]V2u
g—}) = g(u-bv)
Hodgin-Huxley
%‘ = - f(u)+D,Vu
0
5 = 8,1 =v) ~hy(u)y
99 _ 1 h
5 = 81 =q)—h,(u)q
P _ 1 h
5 = & =p)—h,(u)p
Oregonator
8% = u+v-—(xu2+D1V2u
v _ 2
T -v+PBg—uv+ D,V

9
qu = u-q+D;Vyg

—f(w)

Fig. 1. Piecewise-linear approximation of the nonlinearity of (4).

Through proper parameter setting, this equation is able to ex-
hibit Turing’s patterns formation, trigger wave, travelling wave
propagation and spiral wave formation. As will be demonstrated
in the next Section, all the behaviors are robust against random
variations in the equation parameters higher than 20% [16].

Il. BEHAVIORAL SIMULATIONS

The spatially discretized version of (4) have been simulated
in MATLAB to reproduce the different spatio-temporal phe-
nomena and to check the tolerance of these behaviors to random
fluctuations in the parameters of (4).

A one-dimensional (1-D) array d¥ =32 cells has been sim-
ulated in MATLAB. The cell parameters were set to obtain two
different behaviors: a travelling wave propagating with constant
amplitude through the array and a trigger wave behavior. We
have found points in the parameter space where the traveling
wave behavior is robust against cell parameters random devia-

where the nonlinear term f(u) has been approximated by theions as wide as 20%. Deviations were introduced not only in the

piecewise-lineanonlinearity depicted in

Fig. 1.

cell parameters, but also in the coupling parameltgrandD,,.
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TABLE I

TOLERANCE IN THE PARAMETER DEVIATIONS OF DIFFERENT SPATIO-TEMPORAL BEHAVIORS

my | mp | omy | Uy | U, € B Y g | D, | D, | ©
travelling wave | -0.9 1 1 -1 1 1735 | 0.55 1.2 1.1 0.5 0 25%
trigger wave -0.9 1 1 -1 1 1/35 0.7 5 1.2 0.5 0 30%
spiral wave -0.5 1 1 -1 5 1735 0.7 1.2 1 0.1 0 20%
Turing’s -0.1 1 1 -1 10 1735 0 6 1 0.1 50 30%

patterns

5 10 15

20

25

Fig. 2. Simulation of the formation of Turing’s patterns in an array\ofx

cell parameters and coupling parameters that maintain the same
qualitative behavior in all the cells in the array. Also shown in
Table I, are the nominal cell and coupling parameters used in
the different simulations.

The robustness of Turing’s patterns formation against random
parameter deviations is illustrated in Fig. 2. Fig. 2(top) depicts
the Turing's patterns developed in the two-dimensional (2-D)
array when the cell parameters are set to the vatues my =
1, mg = =01, u; = —1,us = 10, = 1/35, 8 = 0.0,
~ = 6, g = 1 and coupling parameter3, = 0.1 andD,, = 50.
Afterwards, a simulation with random parameters deviations of
o = 30% was performed. The deviations were introduced not
only in the cell parameters but also in the coupling parameters
between cells. Fig. 2(bottom) shows the result of this simulation.
Fig. 2 shows the final patterns developed in th&tate variable
with the values of the state variable coded as levels of gray.

As deduced from our system simulations, the transistors in
our design must be dimensioned in order to ensure that the
parameters in our hardware implementation have a standard
deviation lower that 20%. This level of precision is achievable
in subthreshold MOS implementations for moderate transistor
sizes. MOS transistors operating in subthreshold have a relative
current precision almost independent of the operating current
level [17]. Transistors of sizB/ = 5 ym, L = 5 um fabricated
in the AMS 0.35um technology have in the weak inversion
regime a standard deviatior{AT)/I = 2.7% [18]. In the rest
of the paper, simulations of tolerance at the transistor level
are omitted. The reason is that transient simulations of large
arrays of cells have to be performed. These simulations at the
transistor level would require days of computing.

Ill. CIRCUIT SYNTHESIS

Our target is to synthesize an array of second-order cells
(m = 2) implementing the discretely spaced version of the
nonlinear differential (4)

N = 32 x 32 cells. Final pattern obtained in the state variable with the Tiu(i )

u values coded in a scale of gray levels. (top) Simulation results when the cell dt +J

parameters are set to their nominal values. (bottom) Simulation results whenthe _— _ f(u(z j)) _ gv(i j) + Du[u(z +1 j)
? ) ?

cell parameters are generated with a deviatiom ef 30% around the nominal

values.

i=1,2,...,N

The robustness of the behavior has also been checked forthe +~d . .
trigger wave propagation. A tolerance of a standard deviation ga”(w )
of 20% in the cell parameters and coupling parameters has been= (i, j) + 8 — yv(i, j) + D,[v(i + 1, )
found through MATLAB simulations.

Simulations of the different behaviors in a two dimensional
array of N x N = 32 x 32 cells have also been performed.

i+ 1)+ (i —1,5) +v(i,j — 1) — (i, §)]
j=1,2,....N (5)

Table 1l shows, for different spatio-temporal behaviors, theere the continuous 2-D Laplacian operator has been substi-
maximum standard deviations allowed simultaneously in all theted by its discretized version [see (3)].
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In order to reproduce different spatio-temporal phenomemdere the terms calle@ouplingaccount for the Laplacian op-
through parameter setting, the hardware must have the followiaigitor and are given as
properties.

1) Parameters must be tunable in a wide range without deCoupling, = I4,
grading the behaviors.
2) State variables andv must have a wide range of opera-

(ea@u(m,j)w) 4 e@uliq+)—vy)

Je@uli=Li)=vu) 4 ga(wu(ij—1)=v.) _ 4)

tion without saturgtion of t.he t_Jehavior.. Coupling, = I4, (ea(vv(i-l—l,j)—vv) 4 o (iq+1)—vy)
3) Forsome locomotion applications, the time constant must
be scalable to arbitrarily low values. 4eae(i=1)=ve) 4 ca(vy(ij—1)=v,) _ 4) .

These requirements are met in a log-domain implementation
[19]-[22]. In a log-domain circuit, the voltages in the circuit
nodes are a logarithmically compressed version of the state V‘N%t'
ables. Thus, the state variables can vary several decades Wiﬂ;] H
saturation of the behavior. Also the cell parameters are curre
that can be adjusted several decades in the MOS subthresrijg

12)

ce that the translated and scaled state variables have been
med as andv for shortness of notation. Parameters in (11)
(12) are related with the ones in (8) through the following

; L . tions:
regime [17], [23]. Furthermore, it is possible to scale down si-
mu!tangously all the currents in the circuit making the operation C, =arl,
arbitrarily slow. ) I
In the proposed circuit implementation we have to distin- = =77
. . . - Cy (ely)
guish between mathematical state variables and circuital state Ji I
variables. In the log-domain circuit technique, state variables 9= 9%
{un(i,7),v.(i,7)} are currents and are related to node voltages Luo =uoff
{vu(i, ), v,(, )} through exponential relationships Tgu =Dy 1
1
U, = Is exp(avy,) I :(/3n+vaff)l—e
vy, = I exp(av,). (6) I, =~I. k
This means that the circuital state variables {v,,} cannot 14y =D, 1. (13)

be negative. Consequently, a coordinate transformation is re-

quired [21] to map the mathematical state variablesv} in  where, as it will become clear later, in our implementatign

(5) to the circuital onest,,, v,,} is a free design current parameter that for a given capacitance
C, controls the characteristic time constantf the response.

tn =0+ g Reducing currenf,, the global response of the circuit can be

Un =6v 4o (7 appropriately slowed dowr,. is also a current parameter that,
where (ug, vo) is the translation vector andl is the scaling foragivenrelation between capacitancgg C',, must be tuned
factor. to set the original parameterto its appropriate value.

After substituting the original state variablesandv, of (4) ~ Circuit implementation is focused on the realization of (11)
by the scaled and translated variabigsandu,,, the following and (12), and will be explained in two steps:

differential equation results: » implementation of the core cell dynamics (11), excluding
du,, ) coupling,
T = — f(n) = gvn +uops + DuVoun « implementation of the coupling terms (12).
T dvuy, 9
g = Un B = yvn A+ Vopp + DoV, (8) A. Uncoupled Cell
where, = 63, and the breakpoints of the piecewise-linear Each uncoupled cell has a second-order dynamics described
nonlinearity have been redefined as by
uy, =buy +uo Cuty = — f(u)e™ " — Le® =) 4 [,,e "
g, = O0uU + Ug- 9 Cyry = Le®Vu=vv) 4 Ige™ " — I, (14)

Termsu, s andv, ;¢ are two offset terms defined as follows: _ _ _
as derived from (11) by making the coupling terms null.

Uoff = gvo + Molo Fig. 3 shows the block diagram of the circuit implementing
Voff = — U + YVo. (10) (14). The blocks denoted d+ and E— are transconductors

Applying the log-domain mapping given by (6) to the discretel9beyi”g an exponential law calldd-elements [20], [21]. That

spaced version of (8) that results after the translation and scallig"€ output currentof these transconductors depends exponen-
of the state variables, yields the following relation between cifi@/ly on the difference between the positive and negative con-

cuit voltages: _trolling voltages. Fig. 4(a) shows the sc_hema_tics_of the bipolar
_ o a(wu—vs) ow ) implementation of theZ-element. The circuit in Fig. 4(a) be-
Cuty = — f(u)e™ "™ — Tje™™ ™"/ + Loe™*" + Coupling, ongs to the class of translinear networks [24]. Using a reformu-

Cyp = Le®Wumve) 4 Ige™ " — I, 4+ Coupling, (11) Ilation of the translinear principle [25], this circuit can be easily
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il | ~fu)
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p . . ; : .
| Voa 1 WVor | Voa X VialX MV | VoalA
! DL iulL_ - - I, Fig. 5. Schematic of the piecewise-linear block.
fdbd Cu —T Vu G—v

Fig. 3. Block diagram of the second-order circuit implementing (14).

X | i
I I 11y
o Il = v
/ Fig. 6. Biasing of the piecewise-linear block.
vy V. v,{ -V, W,)
I* 1"
*L 0 ‘L 1
(a)

o b The output current—f(u) of this nonlinear block is
the bias current of a positivd/-element controlled by a
Fig. 4. E-element. (a) Bipolar implementation. (b) and (c) Two possiblwoltage differencev, — v- = —wv,. Hence, a current term
subthreshold MOS implementations. (—f(u)) exp(—aw,) is fed into theC, capacitor as required
in (14).
analyzed. It is found that the circuit in Fig. 4(a) gives as output
currents B. Piecewise-Linear Block
IF =Ty exp <U+ - U—) As shown in Fig. 1, the PWL function f(u) can be decom-
2Ur posed as the sum of three components
_ Vy — U
I;7 = —Iyexp <+2TT) (15)  —f(u) = fo + fiu+ fa(u)
whereUr is the thermal voltage. The current is considered posi- fou =mou + n
tive when it goes out of th&-element; the corresponditigr-el- fi(u) = (ma +mo)[ur —u]™ = miolur —u]
ement is then considered a positiileelement. The currentis  f2(u) = — (m2 + mo)[u — u2]™ = —maglu — ug]™  (19)

negative when it enters the-element, and thé-element is where[z]* denotes the one-sided rectification operatiorif(

then called a negaiivi-element. 2 > 0 and zero ifz < 0), mg, m1, andms are the slopes of the

Fig. 4(b) and (c) shows two possible implementations of n= e . . .
FE-element using MOS transistors operating in the subthresh%ﬁree pieces of the nonlinearity ang andu, are the breaking

regime. The circuit in Fig. 4(b) verifies also an exact translinegr Ints.
gime. the cire 9. Fig. 5 depicts the schematics of the current mode block that
relationship giving an output current

implements the PWL function of Fig. 1 [26]. The transistors are
I, = I exp Kp(vy — V) (16) intended to operate in the subthreshold region, so that the slopes
° 20U of the different pieces of the piecewise-linear characteristics can

wherer, is a PMOS subthreshold parameter [17]. The outpfi¢ controlled through the bias voltagés., Voo, Via: Viv, Vaa,

current of the circuit in Fig. 4(c) would be and V. In particular

Knp(Vy —v_ Voa — Voo

I, =1, exp <(2+TT)> . (17) mo = €xp (’inU—T
In our particular implementation we have chosen to imple- Mmig = exp (,in Via — Vlb>
ment all theE-elements using the block shown in Fig. 4(c). It Ur
is easy to show that with this selection of the transconductance _ Vap — Vaq (20)
elements, the circuit of Fig. 3 implements the system of differ- 20 = EXP | Fip Ur
ential equations given by (14) with However, the large variability of the factoks,, ~, and the cur-
a = _fn 18) rentfactorsl, from run to run, makes impractical to control the
(18)
(2Ur) slopesmyg, m1g, andmsyy by controlling directly the voltage bi-

The block denoted as f(u) in Fig. 3 implements in current ases. This inconvenience can be solved by using current biases
mode the piecewise-linear nonlinearity shown in Fig. 1. A po$s control the three slopes. Fig. 6 shows the biasing block which
itive F-element biased by a curret and controlled by the is common to all the cells in the chip. The amplifiers in Fig. 6
voltage difference, —v_ = v, (See Fig. 3) provides a sourcingmust deliver enough current for all the output branches in the
currentu = I exp(aw,,). This currentis used as the input of thaifferent neurons. This means that the output stage of the am-
nonlinear block— f(u). plifier must be scaled with the number of neurons in the chip.
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vullj*1) nlij*1) In the steady state, when the input current to capacitpfor

T C,) is zero, the output current of the negatieelement [cur-
renti,. in Fig. 8(b)], is forced to be equal to the supplied current
up, (Orwvg,). Hence, the output voltage (which is connected
to capacitor nodes, orwv,) is forced to be

1 )
v, = —In <u_0> (22)
o I
hence
- ug, = I, exp(av,). (22)
vulij-1) v(ij-1)

When signalic is low, currentsug, (or vg,) andi,. are cut off.

Fig. 7. Extra blocks needed to implement the coupling terms between cellsl he switching of the currents is done by switching the source
terminals of the current supplying transistors, with their gate
terminal being kept at constant voltages. This switching strategy
avoids any undesired charge injection in the output node [27].

To implement the coupling terms among cells in (12) eight As explained before, during the setting of the initial con-
additional £-elements are required per cell: fakirelements to ditions all the other components in the circuit must be deliv-
couple thev, (7, j) voltage of cell ¢, j) with thew,, voltages of ering a zero output current to thg andwv, nodes. This can be
its four nearest neighbots, (i — 1, j), v, (i +1,7),v.(i,j — 1), achieved by substituting all th-elements and current sources
andv, (i, j + 1). Four otherE-elements to couple the,(7,j) in Figs. 3 and 7 by switched-elements and switched cur-
voltage of each cell( j) with thew, voltage of its four nearest rent sources. The schematic of a switched posfiivelement is
neighbors, (i —1, j), v, (i+1, j), v, (i, j—1),andv,(é,j+1). shownin Fig. 9(a). Fig. 9(b) shows the schematic of the switched
Fig. 7 shows a diagram of the extra blocks needed to implemenigative £-element. And Fig. 9(c) depicts the schematic of a

C. Coupling Between Cells

the coupling terms that appear in (12). switched sinking current source. Note that all the switching is
done through the sources of the output current supplying tran-
D. Initial Conditions Circuitry sistors to avoid any charge injection in the capacitors during

To generate the different spatio-temporal behaviors, apprd¥itching [27].
priate initial conditions must be set in theandv state variables
of all the cells in the array [16]. In our design, binary initial con- IV. EXPERIMENTAL RESULTS

ditions are used. That is, for each cell in the array, we set thea 1-D array of N = 10 coupled cells has been integrated in a

ir_litial valu_es of theu andv state variables to one of two pos-9.35,,m three-metal double-poly CMOS technology provided

sible continuously programmable states,( vo,) Or (uo,, v0.)- by the AMS foundry. Each cell occupies an area of 16

Afterwards, the system switches to its normal evolution mode,227,,m. Thus, an array of 32 32 cells would occupy in this

and different spatio-temporal behaviors are generated on chigsnnology an area of 27 n#mFig. 10 shows the layout of one

depending on the parameters and initial condition settings. cg|| in the array. About one third of the cell area corresponds
A careful design of the initial conditions circuitry is needeq, the cell capacitor€’, = 0.45 pF andC, = 4.5 pF, which

in order tq aVOiF’ efa_smg, or quificqtion of the storgd imti,aére implemented as standard double-poly capacitors available
states during this switching. This switching problem is partiG; 1o technology. Each unit capaci6r, = 0.45 pF occupies

ula_rly severe in Iog—domam.operatlon where thandv state an area of approximately 62m x 11.5 um. The area of each
variables depend exponentially on the log-compresgednd - -
it ‘ored itafs andC... Small deviati ¢ E-element is approximately 50m x 15 um.

v, VOllages storeéd on capacitdry andt,. small deviations o Fig. 11 shows a microphotograph of the fabricated chip. In the
vy, OfF v,, due to charge injection during the switching are ex- . ; .

: i ) : oS rototype chip, we have also included an isolated current-mode
ponentially amplified producing large errors in the initial state Lo .

- 2 . L iecewise-linear block f(«) and an isolated cell for character-
Hence, avoiding any feedthrough injection during switching %at'on rD0SES
essential for correct operation. zation purp '
Fig. E}(:_a) dep|ct§ a blqck diagram of the circuitry add_ed 1  current-Mode Piecewise-Linear Block

set the initial conditions in the,, andv, voltages. A set of in- o
verters configured as a shift register selects which initial condi-All the biasing currentsiy, us, tre o, Motrefo, M10tre fo,
tions (uo, , vo, ) OF (o, , v0,) are setin each cell. Fig. 8(b) showstire 2, Ma2otrcf2 (S€€ Figs. 5 and 6) are derived from the
the schematic of the boxed block in Fig. 8(a) that sets the init@#me reference currenfrer, through 5-bit DAC con-
voltagewo, (or uo,) in cell capacitorC,, (or C,). In Fig. 8(b), Verters. The value of each current can be varied between
vs, andu,,. are two switched voltages,,. switches fromVyy, {0, Irer/16,...,2Irer}. The functionality of the block
when the initiation signak: is high, toV;; —1 V, when signalc  has been verified for at least four decades of variation of the
is low (normal operation mode). Signal, switches fromV,,, working currents. Fig. 12(a) shows the measured input—output
whenic is high, toV,, + 1 V, whenic is low. When signalcis  current characteristics of the block for = (10/16) Irgr, u2 =
high the initial conditions are being set in the cells. During thi€5/16) [rer, twefo = (10/16)IrEr, Urerz = (10/16)IRrEF,
period, all the components in the circuit are disconnected fromyu,ero = (10/16)Irgr, miourero = (20/16)IgrEF,
nodesv,, (orwv,), except one of the boxed elements of Fig. 8(b)napurere = (20/16)Iggr, and Ixgr = 50 pA. Fig. 12(b)
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(a) Voo
VYo O—Hf lum

1 [L l loe
Vsb

(b)

Fig. 8. (a) Block diagram of the initial conditions circuitry. (b) Schematic of the boxed block in Fig. 8(a).

50§

e S

(€)) (b)

I,

]0
;sb
c)

Fig. 9. Schematics of (a) switchétH--element, (b) switche& —-element, and (c) switched current source.

depicts the measured input-output current characteristics lity of the ms, slope. Inthese curves; = (10/16)Irgr, u2 =
the same parameters but witRer = 500 nA. (25/16)IREF, Ureto = (10/16)IREF, Uretz = (10/16)IREF,

Fig. 13(a) illustrates the controllability of the centralngu,erp = (10/16)Irgr, Mmiotrero = (20/16)Igrer and
slopemy. In the measurements of Fig. 13(B)gr = 5 NA, Igrgr = 5 nA, while mogu,er is varied from 0 to2/ggr.
uy; = (10/16) Irgr, us = (25/16)IgrEF, ureto = (10/16)Irgr, The controllability of the breaking point; is demon-

Urer2 = (10/16)Iggr, While mou,.ro is varied from O to strated in the measurements of Fig. 13(c). In the curves
(10/16)Irgr. The values ofnigurefo @Ndmagurerz are simul- of Fig. 13(c),u1 = (10/16)Irgr, Urefo = (10/16)IRrEF,
taneously swept fromil0/16)Irgr t0 (20/16)Iggr, SO thatas wu,ep = (10/16)Irer, Mot =  (10/16)IrEF,
can be observed the; andms slopes remain constant and apmnigurero = (20/16)Irgr, mooturerz = (20/16)IrEF,

proximately equal to one. Fig. 13(b) illustrates the programméger = 5 nA, andu, varies from(11/16) Irgr t0 2/RrEF.
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piece-wise-linear block v, initial conditions circuitry
positive E-element E-elements for
{

coupling between cells

| negative E-element

capacitor C, capacitor C,, v,, initial conditions circuitry

Fig. 10. Layout of one cell.

itk

Fig. 11. Microphotograph of the fabricated chip.

B. Isolated Cell to 1.8 Vin 50-mV steps. The bias currelatwas held constant

An isolated cell where the nodes andw, (see Fig. 3) are at 1 _nA. Fig._ 14(bottom) dgpicts curreit versus the voltage
directly connected to external pins has been included in the pA2Plied to this node,, for different values of the bias current
totype chip. This allows us to do a complete dc characterizatidn N these 32 curves, the bias curréntvas varied linearly in
of the different sub blocks in the cell. the range [1 nA/16, 2 nA], while voltage, was held constant

Fig. 14 shows measurements of the input—output charactgf-1-5> V- The dots in Fig. 14 correspond to the experimentally
istics of a positivel-element. The measurdd-element is the measured points. The solid lines are the theoretical curves
one whose bias current is. In these measurements, bias cur- v —
rentsI; and I, were set to zero. Fig. 14(top) shows currént Iy = I.exp (%%) (23)
versus the voltage applied to this nagde for different values of r
the voltage applied to node,. Voltagewv,, was swept from 1.2 fitted for a valuex,, = 0.81.
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Fig. 12. Input-output behavior of the piecewise linear block for (a) input current[0, 100 pA] and (b)u € [0,1 pA].
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(©) u(A)

Fig. 13. Measured input—output characteristic. (a) For different values of the centrahsloggl) For different values of the:, slope. (c) For different values
of the u, breaking point.

Fig. 15 shows measured results of a negalivelement. The linearly in the range [1 nA/16, 8A], while voltagev,, was held
measured negative-element is the one with bias currefjtin - constant at 1.5 V. The dots in Fig. 15 correspond to the exper-
Fig. 3. Bias current$,, and/ were set to zero is these measuramentally measured points. The solid lines are the theoretically
ments. Fig. 15(top) shows currentversus the applied voltage predicted curves
v,, for different values of the voltage applied to nodewith v —
current/, at 1 nA. Fig. 15(bottom) plots currenj versus the I, = I exp (nn UZU “) (24)
voltage applied to this node,, for different values of the bias T
currentl,. In these 32 curves, the bias currdptwas varied fitted for the same value,, = 0.81.
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1.2 1.3 14 15 16 1.7 1.8
v, (V)

Fig. 14. DC characteristics of a positi¥&-element: Output current versus voltage in the negative input (top) for different voltages applied in the positive input

and (bottom) for different biasing currents.

We have also measured the null isoclines of the isolated cell ~ zero crossings are observed. For each value,ofor
for different settings of the parameters. To obtain the null iso-  equivalently the) = I, exp(awv, ) state variable), we look

clines, the following procedure has been followed. for the corresponding values of, (or equivalently the
1) For the null isoclines correspondingdo= 0, we sweep u = I, exp(awv,) state variable) such that curreitbe-
thew, voltage (or equivalently the = I, exp(aw,,) state comes zero. The measured paiis) correspond to the

variable) and measure the voltage that appears in dc in  points that belong to the isocline cunie= 0.

the v, node (or equivalently the = I exp(awv,,) State

variable) when the currernt flowing through that node  Fig. 16 shows thé null isoclines measured for different set-

is zero. The measured paiis () correspond to the points tings of the circuit parameters. They are compared versus the

that belong to the isocliné = 0. ones theoretically computed using (8) for the equivalent equa-
2) For the null isoclines correspondingdo= 0, a two-di- tion parameters. The equivalent parameters are computed using

mensional sweep of voltages andwv, is done. The total the relations given by (13). Fig. 16(a) shows the= 0 null

currents,, flowing through nodev,, is measured and its isoclines measured for the circuit parametdgs= 1nA, I, =
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12 1.3 1.4 15 1.6 1.7 18
v, V)

Fig. 15. DC characteristics of a negatiZeelement: Output current versus voltage in the negative input (top) for different voltages applied in the positive input
and (bottom) for different biasing currents.

(5/16)1nA, I, = (3/16)1nA, while Iz was varied from O nAto parameters and the ones theoretically computed using (8).

2 x 45 nAin steps of 45 nA/16. Also shown in Fig. 16(a) are then the measurements of Fig. 17(a), = 1nA, I, = 1nA,

0 null isoclines computed using (8) for= 3/5 and varying3 TI,,, = OnA, u; = 28.125nA, us = 90nA, andmg = 1. The

from 0to 32x 9 nAin steps of 9 nA. Fig. 16(b) shows the= 0 dotted line was measured fon;g = msyo = 3.2, while the

null isoclines measured for the circuit parametdgs= 1nA, line marked with asterixs corresponds to the points measured

I, = (5/16)1nA, Ig = 1.4 nA, while I, was varied from 1/16 for mqy = m9y = 1.9. The solid lines are the theoretically

nAto 2 nAin steps of 1 nA/16. Also shown in Fig. 16(b) are theomputed: = 0 null isoclines using (8) fog = 1, u,g = 0 and

0 null isoclines computed using (8) for= 4.5nA and varying for the — f(u) block parametersi; = 28.125nA, us = 90nA,

~ from 0.2 to 6.4 in steps of 0.2. A valid agreement is observed, = 1, andm; = mq = 2.2, andm; = mq = 0.9. Fig. 17(b)

between the measured null isoclines and the theoretically cositows thei, = 0 null isoclines for different values of the

puted ones. parameter. In the measurements depicted in Fig. 17(b) the circuit
Fig. 17 shows a comparison betweendhe 0 null isoclines parameters are set Q = 1nA, I,,, = OnA, u; = 28.125nA,

measured experimentally for different values of the circuity, = 90nA, mo = 1, mip = mgo = 3.2, and I, is set
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Fig. 16. Comparison between the experimentally measiired) null isoclines and the ones computed using (8).

to 1 nA (dotted line), 2 nA (curve marked with diamonds)s = 5.625nA, I, = 0.375nA, I, = 0.5625nA, I, = OnA,
and 0.125 nA (curve marked with asterixs). The theoreticalgnd for the nonlinear block parameters,g = 3.2, mag = 3.2,
computed curves using (8) and the equivalent parameters givef = 1, u; = 28.125nA, us = 90nA.
by (13), are also shown in Fig. 17 with solid lines. The measurements of Fig. 18(b) correspond to the null
Using the measured = 0, v = 0 null isoclines we can isoclinesw = 0, © = 0 of a bistable medium [28]. That is,
figure out how to set the cell parameters to obtain differeetaich uncoupled cell has two stable equilibrium points. Under
qualitative behaviors. In the measurements of Fig. 18(a) therturbation the cells can trigger from one equilibrium point
cell parameters are set to emulate an excitable medium [28].the other. The circuit parameters were set o= 1nA,
That is, each cell has a unique stable equilibrium point. Undé&r = 0.3125nA, Iz = 16.875nA, I, = 0.375nA, I, = 1nA,
perturbation, the cells become excited and go back to thdj;, = 0, and the same parameters the parameters are the same
stable equilibrium point after a refractory period. The circuitsed in Fig. 18(a), that isnig = 3.2, myy = 3.2, mg = 1,
parameters in Fig. 18(a) ard, = 1nA, I, = 0.3125nA, wu; = 28.125nA, us = 90nA.
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In the measurements shown in Fig. 18(c) the cell parametéiig. 19, to observe the state variable® of each cell two addi-
are set such that the cells have a unique equilibrium point whitibnal positive’-elements have been added per cell. They trans-
is unstable. It is therefore an oscillatory medium. The cell p&orm the circuit voltages.,, v, to the equation state variables
rameters were set in this case 1g:= 1nA, I. = 0.3125nA, (currentsu, v). The cellto be observed is selected through signal
Ig = OnA, I, = 0.1875nA, I, = 0.5nA, I,, = 0.0625nA, sc; and connected to a buffering amplification current mirror.
and for the nonlinear block parametensy, = 1.9, msg = 1.9,  This mirror is an NMOS active input current mirror [29]. The

mo = 1, u; = 0.625nA, andus = 2nA. low input impedance is intended to minimize the delay in the
input node. The mirror has a current amplification factor around
C. 1-D Array of Cells 1000. This way, the low currents in the cells (in the order of nano

We have measured the transient behavior of a linear arrayAshperes) are transformed into higher currents (in the order of
ten coupled cells. Each cell is coupled to its two nearest neighicro Amperes) to be sensed and transformed into voltages by
bors with the coupling strategy shown in Fig. 7. As shown iaff-chip resistors. The off-chip resistors used wérg= 10 kQ
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Fig. 18. Experimentally measured isoclines of (a) an excitable medium, (b) a biestable medium, and (c) an oscillatory medium.

Amplification Amplification
Current Mirror Current Mirror

Fig. 19. Schematic of the additional circuitry to observe the cell state varialdesiv.

andR, = 25 k(). The observed state variables are the voltadg, are setthrough 5-bit DAC converters controlled by reference
drops in these resistances, andv, in Fig. 19. current/rgr_s. Each of these parameters can be varied in the

We have experimentally measured transient results for threege[0, 2/rgr_s] in steps oflrgr_s/16. The parameters,
different settings of the cell parameters that reproduce thraed I, are set through 5-bit DAC converters controlled by the
different spatio-temporal behaviors: a traveling wave, a triggeecond reference currehigr_g. Parameterss, ,,,, u1, andu.
wave propagation and an oscillatory condition. and the ones to set the initial conditiotag, ug2, vo1, andugs

In our prototype, three different reference currents are useate derived from 5-bit DAC converters controlled by reference
Irgr_s, Irer_g, andIger_r. The circuit parameters, /,, and current/rer_r. The use of three reference currents allows an
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Fig. 20. Experimental results of a travelling wave propagating through a 1-D array of ten cells. (a) Waveformssibtiesariables versus time. (b) Waveforms
of the v state variable versus time.

improved control of the system time constants and of the stdiger_ g = 1 nA andIrgr_r = 45 nA. The circuit parameters

variable values. in these measurements were set to the following values:
Fig. 20(a) and (b) shows experimental results of thE = Igrgrs, I. = (5/16)Irer. E, I3 = (1/16)IrEr_r,

travelling wave behavior. In the measurement of Fig. 2@, = (3/16)Irer_ &, Ig = Irer.s: luo = (0/16)IrEF_F,

the reference currents were set fggr.s = 1 nA, for the nonlinear blockmig = 3.2, moy = 3.2, mg = 1,
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Fig. 21. Experimental measurements of a trigger wave propagating through a 1-D array of ten cells. (a) Waveforms sibtthevariables versus time.
(b) Waveforms of the state variables versus.

w; = (10/16)Irgr_r, u2 = (28/16)Irgr_r, and for the except for the first cell which is initialized to a nonresting
coupling elements;,, = (18/16)Irrr_s. Experimentally, we statew = (1/16)Irgr_r, v = (1/16)Iggr_r. As can be
observed that each uncoupled cell has a unique equilibriwhserved in Fig. 20, this cell becomes excited going back to
point (excitable medium) in which the state variables settthe equilibrium state after a refractory period. The perturbation
to the valuesuy = (1/16)Irer_r, vo = (12/16)Irer_r. All  of the first cell affects (through the coupling synapses) the next
the cells in the array are initialized to their equilibrium stateell, which becomes also excited and leaves its resting state
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Fig. 22. Measured waveforms of the ¢ajpnd (b)» state variables for an oscillatory medium.

during a refractory time, exciting also the third array cell. Thief the second and the tenth cells in the array is approximately
way, a travelling wave propagates through the array. The to@ab ms. For these biasing conditions, the power consumption of
delay that occurs between the perturbation of the first cell (ltlge circuits generating the common biasing currents ig/8V5

the initial condition circuitry) and the perturbation affectingrhe power consumption of each cell in the{, vo1) equilib-

the tenth cell in the array is approximately 0.9 ms. For thesiem state is 5.6:W. The power consumption is 3,8W for
biasing conditions, the power consumption of the circuitsach cell in thegs, vo2) equilibrium state.

generating the common biasing currents is//8. The power  Fig. 22 shows the measured waveforms ofiit{epper trace)
consumption of each cell in the steady state is/3/% from a andw (lower trace) state variables of one of the cells in the

power supply voltage of 3.3 V. array when the circuit parameters are set to emulate an oscil-
Fig. 21 shows results of a trigger wave propagating throudgitory medium. In this case, each isolated cell has only one un-
the array. The reference currents were also sdlrig- s = stable equilibrium point. Independently of the initial conditions,

1 nA, Irgr.e = 1 nA and Iggr_r = 45 nA. The circuit during its normal operation each cell describes a limit cycle
parameters were set td; = Irgr.s, . = (3/16)Irgr_g, around the equilibrium point. The reference currents were again
Ig = 2IREF_F, Ia/ = 2IREF_E, Ig = Irer.s, Iuo = 0, settolrgr.s = 1nA, Irgr.g = 1 nA andIgrgr_r = 45 nA.

for the nonlinear blockmiy = 3.2, moy = 3.2, mg = 1, The circuit parameters used in this measurement were:

Uy = (10/16>IREF_F: Uy = 2IREF_F, and for the Coupling el- IRgr s, I. = (5/16)IREF_E! Iﬂ =0A,I, = (4/16)IREF_E!
ementsly, = (2/16)Iger_s. Fig. 21(a) shows the waveformsI, = Iggr_s, I, = 0 A, for the nonlinear blockinqg = 3.2,

of theu state variable versus time, while Fig. 21(b) depicts thesy = 3.2, mg = 1, u; = (10/16)Irgr_r, us = 2IRgF_F,
waveforms of the state variable versus time. Experimentallyand for the coupling elemenifg,, = 0 A.

we observed that the uncoupled cell has two equilibrium points

(biestable medium) in which the state variables settle to one of V. CONCLUSION

the pair of Values:1(01 = 2IREF._F, Vo1 = (14/16)IREF_F)1 . X i .
(uo2 = (1/16)Irgr.F, vo2 = (12/16)Iger_r). All the cells A second-order reaction-diffusion equation has been selected

in the array are initialized to the second equilibrium statg ( Which is the simplest equation able to generate, through pa-
vg2) except for the first one which is initialized to a nonresting@meter setting, trigger wave, traveling wave propagation, spiral
conditionu = 2Irgr r, v = 0 nA). The first cell evolves to- wave and Turing pattern formation.

ward the equilibrium stateuf, vo;) and perturbs (through the A hardware implementing the spatially discretized version of
coupling synapses) the second cell which is triggered alsothe selected equation has been designed. In the hardware imple-
the (o1, vo1) equilibrium state. The perturbation is propagateghentation the cell state variables are logarithmically encoded as
through the array until all the cells have been triggered to teltages stored in some capacitors. This logarithmic compres-
(uo1, vo1) State. The time that occurs between the triggerirgjon of the state variables allows several decades of variation of
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these state variables without saturation of the elements and withs]
low distortion. All the parameters of the implemented equation
are set as biasing currents that can be adjusted several decades.
Furthermore, by scaling some biasing currents of the circuit thae)
time constant of the implemented equation can also be appropri-
ately scaled. This can be helpful to make the waveforms gene T
ated on chip easily observable and for some applications where
an extremely slow time constant may be needed (i.e., in loco-
motion applications). [18]
A 1-D array of ten coupled cells has been integrated. The
correct operation of the designed hardware has been verified
through experimental measurements. We have performed a dé?l
tailed characterization of the behavior of one isolated cell. Also[20
atraveling wave and a trigger wave propagating in the array have
been experimentally measured. [21]
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