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H. Leeb,35 A. Lindote,20 I. Lopes,20 M. Lozano,18 S. Lukic,15 J. Marganiec,12 L. Marques,19 S. Marrone,21 C. Massimi,37

P. Mastinu,30 A. Mengoni,5 P. M. Milazzo,8 C. Moreau,8 M. Mosconi,33 F. Neves,20 H. Oberhummer,14 S. O’Brien,22

M. Oshima,38 J. Pancin,9 C. Papadopoulos,1 C. Paradela,10 N. Patronis,2 A. Pavlik,14 L. Perrot,9 R. Plag,33 A. Plompen,39

A. Plukis,9 A. Poch,17 C. Pretel,17 J. Quesada,18 T. Rauscher,40 R. Reifarth,32 M. Rosetti,41 C. Rubbia,23 G. Rudolf,15

P. Rullhusen,39 J. Salgado,19 L. Sarchiapone,5 I. Savvidis,26 M. Sedysheva,7 K. Stamoulis,2 C. Stephan,13 G. Tagliente,21

J. L. Tain,24 L. Tassan-Got,13 L. Tavora,19 R. Terlizzi,21 A. Tsinganis,1 G. Vannini,37 P. Vaz,19 A. Ventura,41 D. Villamarin,11

M. C. Vincente,11 F. Voss,33 H. Wendler,5 M. Wiescher,22 and K. Wisshak33

(n_TOF Collaboration)
1National Technical University of Athens, Greece

2University of Ioannina, Greece
3NCSR Demokritos, Athens, Greece

4Nuclear Data Section, International Atomic Energy Agency, A-1400 Vienna, Austria
5CERN, Geneva, Switzerland
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The neutron-induced fission cross section of 234U has been measured at the CERN n_TOF facility relative to the
standard fission cross section of 235U from 20 keV to 1.4 MeV and of 238U from 1.4 to 200 MeV. A fast ionization
chamber (FIC) was used as a fission fragment detector with a detection efficiency of no less than 97%. The
high instantaneous flux and the low background characterizing the n_TOF facility resulted in wide-energy-range
data (0.02 to 200 MeV), with high energy resolution, high statistics, and systematic uncertainties bellow 3%.
Previous investigations around the energy of the fission threshold revealed structures attributed to β-vibrational
levels, which have been confirmed by the present measurements. Theoretical calculations have been performed,
employing the TALYS code with model parameters tuned to fairly reproduce the experimental data.

DOI: 10.1103/PhysRevC.89.044606 PACS number(s): 25.85.Ec, 28.65.+a, 27.90.+b, 24.75.+i

I. INTRODUCTION

Neutron-induced reactions on minor actinides are of consid-
erable importance in various fields of both fundamental and
applied nuclear physics. The phenomena that are governed
by the structured fission barrier result in new information
on the forces operating in highly deformed many-body
systems. The main applications are related to novel nuclear
technologies for nuclear waste transmutation as well as to
the future production of clean and safe nuclear energy.
The available experimental data present many discrepancies
and cannot be considered as a reliable basis for practical
applications and for testing nuclear models [1]. Therefore,
more accurate and self-consistent experimental data are
needed to increase the predictive power of phenomenological
models and to improve the systematic development of model
parameters.

Among minor actinides, 234U is included in the priority list
suggested by the IAEA [2] since it plays an important role
in the Th-U fuel cycle which is proposed to replace the Pu-U
cycle in advanced generation-IV reactors and in subcritical
a0ccelerator driven systems (ADSs). Experimental fission data
on 234U(n,f ) from the n_TOF facility have recently been
published in a wide energy range, from 1 eV to 1 GeV,
implementing parallel plate avalanche counters (PPACs) for
the detection of fission fragments [3]. These measurements
constitute the first set of data that cover such a wide energy
range with an uncertainty of about 4%. Earlier data, published
in a wide energy region near and above threshold, have been
measured by Lamphere in the range 136 keV to 4.05 MeV, by
Lowry from 300 keV to 1.5 MeV, by White et al. from 40 keV
to 14.1 MeV, by James et al. from a few eV to 8.9 MeV, by
Meadows in the range 0.6 to 14.7 MeV, and by Manabe et al.
from 13.5 to 14.9 MeV [4–12].

Cross-section ratios relative to 235U have also been mea-
sured by Behrens and Carlson from 0.1 to 30 MeV, by Kanda
et al. from 0.5 to 7 MeV, by Goverdovskiy et al. from 5 to
10 MeV, by Lisowski et al. from 0.6 to 395 MeV, and by
Fursov et al. from 0.13 to 7.4 MeV [13–17].
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Discrepancies of more than 10% at certain energies among
these data necessitate new measurements, taking advantage of
the recent availability of new state-of-the-art neutron facilities
with advanced detection and acquisition systems. In the present
work, the 234U(n,f ) cross section has been measured at the
CERN n_TOF [18] facility with respect to 235U and 238U
fission cross sections by using the fast ionization chamber
(FIC) [19].

This work constitutes part of an extensive program of fission
cross-section measurements that have been performed and are
still in progress at the n_TOF facility and data deduced from
this measurement campaign are compared with the data from
literature and mainly with the n_TOF data obtained by using
the PPAC detector system [3]. The data are also compared
with theoretical predictions obtained by means of the TALYS

code [20].

II. EXPERIMENTAL METHOD

A. Neutron beam

The n_TOF facility has provided the means for high-
resolution time-of-flight measurements of capture and fission
reactions since 2002. Neutrons are generated via high-energy
proton-induced spallation reactions on a massive lead target
surrounded by a 5.8-cm-thick layer of cooling water. The
high intensity of the proton bunches (7 × 1012 protons per
bunch), the short pulse width (16 ns), and the low duty
cycle (1 pulse per 2.4 s) provided by the CERN Proton
Synchrotron (PS), along with the long flight path for the
produced neutrons (182.5 m), make a unique neutron TOF
facility for high-resolution cross-section measurements in an
energy range from thermal to GeV neutrons. The spallation
neutrons are accompanied by an intense flash of γ rays and
ultrarelativistic particles, suppressed by appropriate shielding,
a 1.5 T sweeping magnet, and two collimators at 137 and
176 m from the lead target. The second collimator, with an
aperture of 8 cm diameter, defines the neutron beam profile for
fission measurements. The neutron beam line is extended for
an additional 12 m beyond the experimental area to minimize
the effect of back-scattered neutrons. The neutron energy is
determined via their time of flight (TOF) by using the γ flash
from the impact of the proton bunch on the lead target as the
start time reference.

044606-2

http://dx.doi.org/10.1103/PhysRevC.89.044606


NEUTRON-INDUCED FISSION CROSS SECTION OF . . . PHYSICAL REVIEW C 89, 044606 (2014)

TABLE I. Average surface density and mass values of the targets, obtained by alpha-spectroscopy along with their isotopic impurities. For
234U and 238U, 14 and 2 targets, respectively, were used and the average values are reported in the table.

Target nominal isotope Target contamination

Target Specific activity (Bq/mg) Mass (mg) Average surface density Isotope Mass (mg)
(atoms/cm2)

234U 230 252 ± 60 2.87±0.06 390 ± 50 232U 1.52×10−5 ± 0.02×10−5

238U 12.44 ± 0.01 9.46±0.12 1117 ± 94
235U 79.98 ± 0.06 4.69±0.06 626 ± 84 234U 8.8×10−5 ± .6×10−5

B. Targets

The uranium oxide (U3O8) targets were thin layers of
isotopically pure materials deposited in the form of a
5.2-cm-diameter disk on a 100-μm-thick Al backing by using
the painting technique. The samples were provided by the Insti-
tute of Physics and Power Engineering, Obninsk, and the Joint
Institute of Nuclear Research, Dubna. Their homogeneity,
mass, and possible contamination were determined by using
CR-39 solid state nuclear track detectors, alpha-spectroscopy,
and Rutherford back scattering (RBS) techniques.

The alpha-spectroscopy measurements were carried out
using two Si surface barrier detectors of 50 and 3000 mm2

active surfaces in order to combine good resolution and good
statistics, respectively. The high purity of all targets was
verified from all the tests. The 234U and 235U targets were
found to contain negligible contamination of 232U and 234U,
respectively, as revealed by the alpha-peaks provided by the
daughter isotopes of their decay chains [21]. The total mass
and isotopic impurities of the targets are presented in Table I.

The surface density at various points has been determined
with use of the Rutherford backscattering spectrometry (RBS)
technique, with an external proton beam of 2 MeV and 1 mm
diameter, delivered by the 5.5 MV Van de Graaff accelerator
of the Institute of Nuclear Physics at the NCSR “Demokritos.”
For each target, 5 to 10 points were measured and the RBS
spectra were analyzed with the SIMNRA code [22], while for the
normalization factor the Al backing counts were considered.
The analysis of the various points on the targets showed that
there is no symmetry in the deposition of the material on the
target around the center of the disk and that the targets were
homogeneous within 15%. The average values of the surface
density for each target are shown in Table I. FLUKA [23,24] sim-
ulations for the neutron beam profile with the fission collima-
tion (8 cm) revealed that the beam above 20 keV (which is the
lower limit of the present data) it is almost flat in the region of
the sample. Thus, any nonuniformities are not important in the
case of fission measurements in the energy region of interest.

The targets were additionally characterized for their homo-
geneity with the use of CR-39 detectors. The detectors were
placed on top of the samples for a few seconds to a few hours,
depending on the activity of the sample, in order to achieve
a surface-track concentration of at least 200 tracks/mm2.
The detectors were etched in a 6 N aqueous NaOH solution,
maintained at 75 °C. Images of the detectors’ surfaces were
captured with the use of a setup including a microscope, a video
camera, a frame grabber, and computer recording software.
The tracks were counted using the TRIACK II code [25]. The

homogeneity of the sample has been estimated to be of the
order of 15%.

C. Detector and data acquisition

The measurements were performed with a FIC developed
by the Institute of Physics and Power Engineering, Obninsk,
in collaboration with the Joint Institute of Nuclear Research,
Dubna, and the EET group at CERN [19]. The setup is
composed of 17 ionization chambers stacked together in a
cylindrical stainless-steel chamber 50 cm in length, thus allow-
ing the simultaneous measurement on several isotopes. Each
chamber consists of a 100-μm-thick central Al cathode plated
on both sides with the fissile material and two 15-μm-thick Al
anodes at 10 mm from the cathode. The electrodes were 12 cm
in diameter, while the diameter of the deposited target material
was 5.2 cm. Seven 234U targets were mounted inside the FIC
detector along with one 235U and one 238U reference target.
Three off-beam positions have also been used to account for
the neutron background effects as well as one dummy (empty)
target mounted in beam to record background events. The
distance between the spallation target and the first sample in
the FIC detector was 185.6 m. The detector setup operated as a
sealed ionization chamber with a gas mixture of 90% pure Ar
and 10% CF4 at a pressure of 720 mbar. The 10 mm distance
between electrodes was sufficient to produce much higher
signals than the ones from the alpha particles coming from
the decay of the targets and the competing neutron-induced
reactions. MCNPX [26] simulations indicated that the neutron-
flux attenuation in the Al electrodes and windows is of the order
of a few per thousand in the energy region of interest [19].

The fission events were detected by means of the energy
deposited in the gas by the fission fragments and the detector
signals were amplified by an AD844 current feedback opera-
tional amplifier and digitized with 4 CAEN-V767 FADC (flash
analog-to-digital converter) at a sampling rate of 40 MHz and
3 multihit time discriminators (TDCs) CAEN-V767 modules.
The FADC recorded the signal in a time window of 100 μs
and the TDC inside a 200 ms time window which for a 185
m flight path corresponds to neutron energy down to 18 keV
and 4 meV, respectively. The trigger used for the modules
was the PS signal (arrival of a proton pulse). The digitized
signal was stored on a local PC and later transferred to the
CERN Central Advanced STORage System (CASTOR) for
subsequent offline analysis.

The 238U, a dummy target, and seven 234U targets were
connected to both FADC and TDC channels independently.
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For the 235U target hardware, a zero-suppression algorithm was
applied to the connected FADC channel, making it possible
to record fission signals induced by thermal neutrons. For this
reason, the TDC channel connected to the 235U target was used
for triggering the FADC, which was recording 5 presamples
and 10 postsamples at each trigger, i.e., 5 bins before and 10
bins after the signal that triggered the TDC [27].

D. Data analysis

The FADC data were analyzed using pulse shape analysis
techniques to distinguish between fission and background
events. The analysis technique and the code which has been
developed for this purpose are described in detail in Ref. [28].

The main issue to be addressed was the rippling and
undershooting of the baseline in the FADC output caused
by the γ flash, which is significant in the early phase of the
FADC sequence, as can be seen in Fig. 1. These effects follow
the same pattern in all FADC outputs, thus allowing us to
estimate an “average” signal, which was then subtracted from
the original raw signal, considerably reducing the background,
while the fission events remain unaffected. At some points,
however the signal identification was impossible due to the
strong fluctuations of the signal induced by the γ flash. Thus,
for the neutron-energy range above 200 MeV it was found
impossible to extract reliable cross section values. A typical
example of the pulse shape analysis procedure from the raw
data to the final fit of fission fragments is demonstrated in
Fig. 1.

The pulse shape analysis of the fission events was per-
formed by fitting the signals with an exponential expression
[28] using the MINUIT code [29], providing the time and
amplitude for each detector signal. This pulse shape analysis
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FIG. 1. (Color online) Typical FADC content for one of the 234U
channels. The full detector signal has been recorded for 4096 × 25 ns
while in the figure only the 1500 first bins are shown. The inset
illustrates the early phase of the sequence in the energy range down to
30 MeV approximately, where the undershooting and rippling of the
detector baseline caused by the γ flash can be observed (dotted, gray),
as well as the recovery of the baseline after the “average” subtraction
(dashed, black). The first peak in the original signal represents the γ

flash and the following peaks correspond to fission fragments (solid,
red).

technique takes full advantage of the excellent time resolution
of the n_TOF setup, achieving resolving times of the order
of the FADC unit (25 ns), leading to negligible dead-time
effects. The amplitude distribution of the pulses from the 234U
reference samples and dummy target can then be deduced, as
shown in Fig. 2. The amplitude distributions were then fit with
three exponential functions shown as dotted lines in Fig. 2.
The first curve represented low-amplitude background events,
while the other two described fission events. The overall fit
plotted as solid line reproduced very well the experimental
amplitude distribution (dashed line) of all isotopes, as can be
seen in Fig. 2.

The discrimination of fission from background events has
been achieved by applying a threshold to the signal-amplitude
distributions. The value used in this analysis is 100 FADC units
(Fig. 2). The criterion for setting this value is to minimize the
counts from the “dummy” amplitude distribution [Fig. 2(a)]
while keeping the maximum fission counts from the target
[(Figs. 2(b)–2(d)]. Nevertheless, the threshold applied to reject
the background events affected the number of real fission
events. Thus, a correction factor ε has been estimated from
the overlapping tails of the three curves and its uncertainty has
been extracted from the fitting parameter errors. The deduced
values for each target are shown in Table II. The residual
alpha-particle background was estimated from runs without
the neutron beam and was found to be negligible [30].

The neutron energy associated with each fission event was
deduced from its time of flight, which is defined by the time
between the arrival of the prompt γ flash and the detection of
the fission signal. For the precise determination of the neutron
flight distance, the geometrical length has been corrected
for the distance covered in the lead target and the coolant
and moderator water layer. The distance correction has been
evaluated as a function of neutron energy by means of Monte
Carlo simulations [31]. The uncertainty in the neutron energy
determination depends on the accuracy of the fitting and is
much less than the energy binning used to deduce the cross
section (20 to 200 bins/decade) and is of the order of 10−2

to 10−4, depending on the energy region. Specifically, the
logarithmic binning of the histograms for the energy range
20 keV to 0.9 MeV was set to 200 bins per decade (bpd), from
0.9 to 1.4 MeV to 20 bpd, from 1.4 to 15 MeV to 50 bpd and
for 15 to 200 MeV to 20 bpd.

The fission cross section was calculated from the ratio of
the reaction rate histograms by means of the expression

σX(E) = C
SX(E)

SR(E)
σR(E), C = AXmR

ARmX

εX

εR

, (1)

where X stands for the nucleus we measure and R for the
235U or 238U reference nucleus, for which the neutron-induced
fission cross section is well known. With A and m we denote
the atomic number and the mass and with S the number
of events measured. The factor ε is the correction due to
the threshold applied to each FADC channel and the values
used are presented in Table II. The number of events S has
been corrected for losses of fission fragments due to the self
absorption in the target material. This effect has been estimated
from detailed FLUKA simulations. An external routine was
developed in order to create fission fragments based on the
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FIG. 2. (Color online) Amplitude distribution. The dotted lines represent the exponential fitting functions and the solid red line is the overall
fit. The vertical line represents the threshold applied at 100 FADC units.

systematics of Ref. [32], which were isotropically distributed
in the volume of each target and their energy deposition was
scored in the gas of the FIC detector. The percentage of the
fission fragments exiting the target material was 98.8% for
234U, 96.5% for 238U, and 98.0% for 235U.

Due to the fact that the 235U FADC channel was triggered by
the TDC, dead time effects were observed for the 235U fission
fragments. In order to account for this effect, the 234U(n,f )
cross section deduced with respect to the 235U(n,f ) reference
reaction was normalized to the 234U(n,f ) cross section with

TABLE II. Correction factors ε for threshold applied to amplitude
spectrum of each sample.

Target Correction factor ε

235U 1.00 ± 0.01
238U 0.98 ± 0.02
234U 0.97 ± 0.01

respect to 238U(n,f ) in the region 0.9 to 1.4 MeV, where both
reference reactions overlap with fair statistics for 238U and
acquisition reliability for 235U. The 234U(n,f ) cross section
was derived relative to the 235U(n,f ) reaction in the energy
region 200 keV to 1 MeV, where the 238U(n,f ) reaction cannot
be used due to its low cross section, while from 1.4 to 200 MeV
the 238U fission cross section was used. The cross sections for
the two reference reactions have been taken from the Evaluated
Nuclear Database recommended by IAEA [33] as standards.

The main sources of systematic uncertainties are related to
the sample masses, the normalization to the reference-reaction
cross section, and the correction factor for the threshold
applied to the data. The systematic uncertainties in the sample
mass determination are presented in Table I and vary from
1.2% to 2%. The uncertainty of the normalization procedure
corresponds to that of the fission cross section for 235U and
238U which are typically 2% in the energy region under study.
The uncertainty in the correction factor ε is of the order of
1-2%, as reported in Table II. Thus, the overall systematic
uncertainties remain below 3%. The statistical uncertainties
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FIG. 3. (Color online) Fission cross section of 234U from 20 keV to 200 MeV. The present n_TOF data are compared with ENDF [34] and
with selected experimental data [3,9]. The error bars of the present data correspond to the statistical uncertainties.

are shown along with the cross-section data and are of the
order of 8% in the region 20 to 900 keV, 7% in the region 0.9
to 1 MeV, and 5% from 10 to 200 MeV.

III. RESULTS AND DISCUSSION

The results for the 234U fission cross section from 20 keV to
200 MeV are presented in Fig. 3 along with data by James et al.
[9] and Paradela et al. [3] as well as the ENDF values [34].
An overall agreement within the limits of their experimental
errors can be observed. In more detail, in the energy region
from 20 keV to 1.4 MeV, the measured cross-section data are
shown in Fig. 4 along with the available data from the literature
[3,5–7,9–11]. The energy binning up to 0.9 MeV was kept as
high as possible (200 bins/decade) in an attempt to achieve an
adequate energy resolution to compare the present results with
those of James et al. The energy binning of the data by James
et al. is still 3 to 4 times finer. Nevertheless, the structures

observed by James et al. below the fission threshold are largely
confirmed by the present data, as can be seen in Figs. 5–9
presenting in detail the energy regions 15–40 keV, 40–100 keV,
100–180 keV, 180–400 keV, and 400–900 keV, respectively.
Some discrepancies observed in Fig. 7 could be attributed
to the deterioration of the resolution with increasing energy
compared to the fine width of the structures in the 100–180 keV
energy region, thus smearing out some maxima observed by
James et al. From the evaluated data only the JEFF [35] ones
consider some of these resonance-like structures, while the
ENDF [34] and JENDL [36] data provide an average value in
the subthreshold-energy region. The present data confirm also
the plateaus at 310, 550, and 770 keV, which were observed by
James et al. and attributed to β-vibrational levels in the second
minimum of the fission barrier. From 0.9 to 1.4 MeV the energy
binning was 20 bins per decade, due to the low statistics of
the 238U fission events in this energy region. In the region 1.4
to 15 MeV presented in Fig. 10, the data by James et al. [9],
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FIG. 4. (Color online) The fission cross section of 234U from 20 keV to 1.4 MeV (200 bins per decade up to 0.9 MeV and 20 bins per
decade between 0.9 and 1.4 MeV) compared with previous measurements [3,5,9]. The data of Lowry, White, and Meadows [6,8,10] are also
in good agreement with the present data, but they are not shown in the figure for reasons of clarity. 235U was used as reference in this energy
region.
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FIG. 5. (Color online) Fission cross section of 234U from 15 to 40 keV compared with the ENDF, JEFF, and JENDL databases as well as
with previous measurements.

Paradela et al. [3], Manabe et al. [12], Meadows [11], White
[8], and Lamphere [5] are in reasonable agreement within the
limits of their experimental errors, while the data of Ref. [9]
exhibit some maxima and minima compared to the more
smooth behavior revealed by the rest of the measurements. At
the plateau of the first-chance fission up to 6 MeV the present
data agree with all the other data within their experimental
errors. In the region of the second-chance fission threshold,
between 6 and 8 MeV, the data by Meadows [10] are higher
than those of James et al. by 15%, while the data by Paradela
et al. lie between them. The present data agree with those by
Paradela et al. within their uncertainties. Above 10 MeV, only
the data by Manabe and Paradela et al. exist in literature and
they seem to be in good agreement with the present data. In
this energy region, in order to achieve reasonable statistics, the
energy binning was 50 bins per decade. Above 15 MeV and up
to 200 MeV the present data are shown in Fig. 11 along with
the data by Paradela et al. and are seen to be in a reasonable
agreement. In this high-energy region, due to the low intensity

of the neutron beam, the binning was decreased to 20 bins per
decade.

IV. NUCLEAR MODEL CALCULATIONS

The measured cross sections were also compared with
calculations performed with the TALYS nuclear reaction
code [20]. The TALYS code incorporates several nuclear
reaction models to describe the nuclear reaction mechanisms
competing in the energy region ranging from a few keV to
200 MeV. The nuclear structure information used by TALYS

is taken from state-of-the-art nuclear structure libraries [37].
In practice, fission is described as a decay channel of the
formed compound nucleus (CN) and is calculated within
the Hauser–Feshbach theory. It therefore depends on the
transmission coefficients which describe the probability of
tunneling through the fission barrier, and the nuclear level
density (NLD) corresponding to the density of levels on top
of the fission barrier (saddle points). The fission barriers are
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FIG. 6. (Color online) Fission cross section of 234U from 40 to 100 keV compared with ENDF, JEFF, and JENDL databases as well as with
previous measurements.
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FIG. 7. (Color online) Fission cross section of 234U from 100 to 180 keV compared with ENDF, JEFF, and JENDL databases as well as
with previous measurements.
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FIG. 8. (Color online) Fission cross section of 234U from 180 to 400 keV compared with ENDF, JEFF, and JENDL databases as well as
with previous measurements.

Energy (keV)

(E
) 

(b
ar

n
s)

fσ

0.1

1

400 450 500 550 600 650 700 750 800 850 900

this experiment
James 1977
Paradela 2010
ENDF
JENDL
JEFF

FIG. 9. (Color online) Fission cross section of 234U from 400 to 900 keV compared with ENDF, JEFF, and JENDL databases as well as
with previous measurements.
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FIG. 10. (Color online) Fission cross section of 234U from 1.4 to 5 MeV (50 bins per decade) and 5 to 15 MeV (20 bins per decade),
compared with previous measurements [3,5,7,9–12]. 238U was used as reference in this energy region.

described by a succession of alternating parabolic wells and
humps, which form a two- or three-humped barrier. In the
limit of full dumping of vibrational excitations in the wells, the
barrier becomes equivalent to a set of two or three decoupled
humps, whose heights (Bf) and widths (�ω) are provided by
models or are extracted from experimental cross sections.

Within this simplistic approach and using the default values
for all the input parameters such as optical potential [38],
fission barrier heights and widths [37], ground-state and
saddle-point level densities [20], we obtain the solid line shown
in Fig. 12. Note that Maslov’s [37] compilation of empirical
barrier parameters includes only a few of the minor and major
actinide isotopes. In the absence of any empirical values, TALYS

uses the predictions of the rotational liquid drop model [39].
As can be seen from Fig. 12, the default calculations

underestimate the slope of the subthreshold fission cross
sections in the 0.1-1 MeV energy range. They also fail to
describe the first-, second- and third-chance fission plateaus

and slopes and, furthermore, they seriously underestimate the
multichance fission cross sections in the higher-energy region
from 30 up to 200 MeV. This failure is clearly a result of the
crude approximations that are made in the simplistic approach
and also of the inadequacy of the global input parameters
used. In an attempt to improve the comparison with the
data, the height Bf of the outer fission barrier of 235U was
reduced by 2% and the width �ω was increased by 10%. This
adjustment enhanced the subthreshold tail below 0.1 MeV and
improved the slope of the excitation function between 0.1 and 1
MeV. Furthermore, by increasing the ground-state level density
parameters an of 235U and 234U by 3% and 18%, respectively,
the first-chance and second-chance fission cross sections in the
plateaus were reduced. In addition, the sudden dips between
the plateaus and thresholds were smoothed out in agreement
with the data. The significant enhancement of the fission cross
section in the high-energy region, from 30 to 200 MeV, was
achieved by replacing the barrier parameters of Ref. [39] with
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FIG. 11. (Color online) The fission cross section of 234U from 15 to 200 MeV (20 bins per decade), compared with the only available data
by Paradela. 238U was used as reference in this energy region.
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FIG. 12. (Color online) Fission cross section of 234U from this experiment versus TALYS calculations with default (solid line) and modified
parameters (dashed line).

those obtained from the finite-range droplet model [40] for
those nuclides not included in Maslov’s compilation.

The effect of these modifications on the other neutron-
induced reaction channels such as (n,xn) has not been
investigated in detail; however, a comparison of the (n,n′)
cross sections, before and after the modifications, showed that,
in the case of 235U where a lot of measured data are available,
the (n,n′) cross sections are enhanced by 20% with respect to
the data [41] and 15% with respect to the default TALYS cross
sections. For 234U, the effect on the (n,n′) cross sections is
more pronounced; however, in this case there are no measured
data to compare with. Ideally, one would aim at obtaining one
set of fitted parameters that would consistently reproduce all
the open neutron-induced reaction channels. However, such a
task requires a more thorough theoretical investigation, which
is clearly beyond the scope of this paper.

The improved fission cross sections, shown in Fig. 12 by the
dashed line, are able to reproduce on average the experimental
data, over the whole energy range. However, they are still un-
able to describe the structure that is observed in the subthresh-
old energy region from 0.3 to 0.6 MeV, as well as the resolved
peak observed at around 1 MeV just below the top of the
barrier. These structures are attributed to resonant states in the
isomeric fission wells, which are completely neglected in these
calculations. In fact, the fine structure mentioned above can
only be explained by considering a triple-humped barrier for
235U, with resonant states in the first (class II) and second iso-
meric wells (class III). As has been shown in similar cases [42],
in a partial damping model approach, the resonant structure in
the isomeric wells is only partially damped and therefore leads
to the appearance of fine structure in the fission cross sections
at energies below the top of the barrier. The fine structure
observed in the subthreshold region from 0.3 to 0.6 MeV
arises from partial damping of resonant class-II states, while
the structure observed at around 0.8 to 1 MeV is attributable
to resonant class-III states in the second isomeric well.

Because the formalism developed in Ref. [42] has already
been implemented in the nuclear reaction code EMPIRE [43],
it is planed to use this code to study the fine structure in

the low-energy region. A detailed theoretical study of the
234U(n,f ) channel, with proper consideration of the structure
properties of the nucleus with increasing deformation, such
as triple-humped barriers and resonant states, as well as the
effects due to other competing reaction channels, will be the
subject of a future presentation.

V. SUMMARY AND CONCLUSIONS

The 234U(n,f ) cross section has been studied for neutron
energies from 20 keV to 200 MeV at the CERN n_TOF
facility. Fission fragments from thin high-purity samples were
counted in a fast ionization chamber (FIC). The output of
the detector electrodes were connected to both TDC (CAEN
V767) and FADC (CAEN V676) modules and the digitized
signal was stored for further offline analysis. Pulse-shape
analysis techniques have been applied for the analysis of the
FADC data in order to distinguish fission from background
events. The ripple and undershoot of the baseline in the FADC
output were eliminated by subtracting an “average” signal
from the actual data. The extracted cross section values are
compared with previous measurements and are found to be in
reasonable agreement.

Calculations of 234U(n, f) were performed with the TALYS

code assuming a double-humped fission barrier for 235U and
neglecting the effect of resonant states in the isomeric wells.
With some further parameter adjustment, within this simplistic
approach we were able to describe the average features of the
fission cross sections over the entire energy region. However,
the fine structure observed in the subthreshold energy regions
0.3 to 0.6 MeV and 0.8 to 1 MeV, could not be reproduced as it
requires a more sophisticated approach that assumes a triple-
humped fission barrier for 235U and takes due consideration of
the resonant class-II and class-III states lying in the first and
second isomeric wells, respectively.
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