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Dpto Ecuaciones Diferenciales y Análisis Numérico,
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Abstract

In this paper, we would like compare the spread of an infectious disease in a population without

the influence of a predator and under its influence. We show that it is possible to control an

epidemic in a population with the help of predators.
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1 Introduction

After the pioneering works of Lotka [1] and Von Foerster [2] population dynamic models de-

pending on the age have been analyzed extensively in the last years. Later, Gurtin and Mac-

Camy [3] extended the model introducing the total population, (see the monograph of Webb [4]

for a survey of nonlinear models of populations with age structure).

On the other hand, models of interacting biological species have been extensively studied,

epidemic models (see [5] for a survey), predator-prey models with and without disease in the

species, (see [6–9] to mention a few)... Recently, Chattopadhyay et al. [10] studied a predator-

prey model with disease in the prey. In this work the rate of birth, death,... are assumed

constants.

In [11], we studied a nonlinear age-dependent epidemic model in which a predator interacts.

We assumed that the prey is affected by an infectious disease which weakens the prey and its

susceptibility to predation increases. The predator grows according to a logistic law. We

considered a general framework of hypotheses (different rate of mortality for the infective and

susceptible individuals, a general force of infection, vertical transmission,...) and we studied

the asymptotic behavior of disease-free equilibria. We considered the following system:




∂i

∂t
+

∂i

∂a
+ µ1(a, P (t))i(a, t) = K(a)I(t)s(a, t)−M1i(a, t)Y (t),

∂s

∂t
+

∂s

∂a
+ µ2(a, P (t))s(a, t) = −K(a)I(t)s(a, t)−M2s(a, t)Y (t),

dY

dt
= mY (t)− nY 2(t) + εM1I(t)Y (t) + εM2S(t)Y (t),

i(a, 0) = i0(a), s(a, 0) = s0(a), Y (0) = Y0,

i(0, t) = q

∫ ∞

0

β(a, P (t))i(a, t)da,

s(0, t) =
∫ ∞

0

β(a, P (t)) (s(a, t) + (1− q)i(a, t)) da,

(1)

where i(a, t) and s(a, t) denote the age-density for infective and susceptible preys of age a at

time t, respectively, and Y (t) denotes the density of predator. Moreover, I(t), S(t) and P (t)

denote the total population of infectives, susceptibles and prey, respectively, namely

I(t) =
∫ ∞

0

i(a, t)da, S(t) =
∫ ∞

0

s(a, t)da and P (t) = I(t) + S(t).
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The functions µ1 and µ2 represent the death rate of the infective and susceptible individuals,

respectively, and β, the birth rate. K is the force of infection. And the positive constants

m, q ∈ [0, 1], ε, M1 > 0 and M2 > 0 denote the intrinsic birth rate of the predator, the

vertical transmission, the coefficient of conversion of the prey into predator, the predation rate

on infected and on susceptible prey, respectively. And D := m/n, where D is the carrying

capacity of the environment, which is usually determined by the available sustaining resources.

For a deeper discussion of the model we refer the reader [11].

The most interesting result obtained in [11] is the possibility to have a stable disease-free

equilibrium with a positive susceptible prey, i.e. the predator would help to remove the disease.

The difficulties arise from finding another equilibrium point because of the age dependence.

In this paper we consider the model studied in [11] but assuming that all the coefficients

are not depending on age. Thus integrating with respect to age the model (1) (supposing all

the coefficients are not depending on age) we obtain the following system:




I ′ = qβ(P )I − µ1(P )I + KIS −M1IY,

S′ = β(P )
(
S + (1− q)I

)− µ2(P )S −KIS −M2SY,

Y ′ = mY − nY 2 + εM1IY + εM2SY.

(2)

Hence, our purpose is to study the global dynamical behavior of the model (2).

We suppose the following mathematical hypotheses: µi : [0,∞) → [0,∞) for i = 1, 2 such that

µi is continuously differentiable, monotonically increasing and µi(P ) →∞ as P →∞. We are

assuming that the disease affects the death rate, so we have that µ1 ≥ µ2. β : [0,∞) → [0,∞)

is continuously differentiable, monotonically decreasing and β(P ) → 0 as P →∞. These rates

correspond to a mortality and natality process in a harsh environment. Since we consider the

case when the predator mainly eats the infected prey, we assume that M1 > M2.

An outline and summary are as follow: Section 2 is devoted to the study of (2) with-

out predator. And we convert our three-dimensional system to a two-dimensional one. This

allows us to use results only applicable to two-dimensional system, for instance the Poincaré-

Bendixson Theorem.

We show that the trivial solution (0, 0) is globally asymptotically stable (GAS) if µ2(0) > β(0).

On the other hand, if µ2(0) < β(0) there exist 0 < K1,K2,K3 < +∞ (see Th. 2.2 and 2.7 and

Corollary 2.3) such that

• if K < K1 then there exists a unique equilibrium (0, PS) and it is GAS.

• if K > K2 then there exist an odd number of equilibria (I∗, S∗) and they are locally
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asymptotically stable (LAS).

• if K > K3 then there exists a unique equilibrium (I∗, S∗) and it is GAS.

The complete model (2) is analyzed in Section 3. We prove, under some conditions, the

existence of equilibria (I∗, S∗, Y ∗) and their local stability. On the other hand, if M2m/n >

β(0) − µ2(0) then the equilibrium (0, 0,m/m) is GAS; while if M2m/n < β(0) − µ2(0) there

exists M(K) > 0 such that if M1 > M(K) then the equilibrium (0, S∗, Y ∗) is GAS (see Th.

3.3).

In Section 4, we summarize and give a biological interpretation to these results and by

means of an example show that there exists a range of values of K and M1, such that, without

the predator the disease persists and with the predator disappears.

2 The model without predator

In this section we consider the model (2) without predator, i.e.




I ′ = qβ(P )I − µ1(P )I + KIS,

S′ = β(P )
(
S + (1− q)I

)− µ2(P )S −KIS,

I(0) = I0, S(0) = S0.

(3)

From now on we write

R0 := µ2(0)− β(0), R1 := µ1(0)− β(0). (4)

If R0 < 0, then there exists PS > 0 such that

µ2(PS) = β(PS). (5)

And if R1 ≤ 0, then there exists P1 ≥ 0 such that

µ1(P1) = β(P1) with P1 < PS . (6)

The next result provides us the existence, uniqueness and boundedness of the positive solution

of (3).

Proposition 2.1. There exists a unique positive solution of (3), which is global and uniformly

bounded for each (I0, S0) ∈ R2
+.
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Proof. The Picard Theorem assures the existence and uniqueness of local solution for every

(I0, S0) ∈ R2
+.

From (3), and using P = I + S, it is easy to check that

(β(P (t))− µ1(P (t)))P (t) ≤ P ′(t) ≤ (β(P (t))− µ2(P (t)))P (t). (7)

For i = 1, 2, we consider the systems

(ODE)i





ẋi = (β(xi)− µi(xi))xi

xi(0) = P0 := I0 + S0

By the comparison Theorem, we get that x1(t) ≤ P (t) ≤ x2(t) on its respective definition

intervals. Since β is decreasing and µ2 is increasing,

1. If R0 ≥ 0, then we have β(r) < µ2(r) ∀r ∈ (0, +∞) and x2(t) ≤ P0, ∀t ∈ [0, +∞). So,

0 < x1(t) ≤ P (t) ≤ x2(t) ≤ P0 ∀t ∈ [0, +∞).

2. If R0 < 0, then x2(t) ≤ max{P0, PS} ∀t ∈ [0, +∞). Hence 0 < x1(t) ≤ P (t) ≤ x2(t) ≤
max{P0, PS} ∀t ∈ [0, +∞).

2.1 Equilibria and stability

Here we deal with the existence and stability of equilibria of (3), (I∗, S∗). To do this we

analyze the stationary system of (3),



−qβ(P ∗)I∗ + µ1(P ∗)I∗ = KI∗S∗,

−β(P ∗)
(
S∗ + (1− q)I∗

)
+ µ2(P ∗)S∗ = −KI∗S∗.

(8)

Substituting I∗ = P ∗ − S∗ and combining (8)1 with (8)2, we can rewrite (8) as




(−qβ(P ∗) + µ1(P ∗)−KS∗)(P ∗ − S∗) = 0,

(µ2(P ∗)− µ1(P ∗))S∗ = (β(P ∗)− µ1(P ∗))P ∗.
(9)

Throughout the section, we introduce the following notations:

S(P ) :=
−qβ(P ) + µ1(P )

K
(10)

T1 :=max
Q∈I1

{µ′1(Q)− qβ′(Q)} where I1 :=





(P1, PS) if R1 ≤ 0

(0, PS) if R1 > 0.
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Theorem 2.2. There exists always the trivial equilibrium (0, 0). If R0 ≥ 0 this point is the

unique equilibrium. For R0 < 0 there exists a disease-free equilibrium (0, PS) and

1. For R1 ≤ 0, if

K > K1 := max
{
T1,

(1− q)β(P1)
P1

}
(11)

there exists at least an endemic equilibrium (I∗, S∗).

2. For R1 > 0 and K > T1, there exists at least an endemic equilibrium (I∗, S∗) if, and

only if,

K > K2 :=
µ1(PS)− qβ(PS)

PS
. (12)

When the system (3) has endemic equilibria, then there is an odd number of endemic equilibria.

Proof. The proof of existence of the equilibrium (0, 0) and the disease-free equilibrium (0, PS)

are straightforward. We will see that if R0 ≥ 0 then there exists only the trivial equilibrium.

In this case we have β(P ) ≤ µ2(P ) for all P ≥ 0. Hence (9)2 does not have solution unless

P ∗ = 0, since S∗ must be less than P ∗.

Now, we will see the existence of the endemic equilibrium. We denote

Σ := {P ∈ (0,+∞) such that 0 < S(P ) < P}.

By (9), we have S∗ = S(P ∗), where P ∗ > 0 verifies J(P ∗) = G(P ∗), with J and G defined by

J(P ) := (µ1(P )− β(P )) P, G(P ) := (µ1(P )− µ2(P )) S(P ). (13)

Moreover, necessarily P ∗ has to belong to Σ to obtain I∗ = P ∗ − S∗ > 0, thus, by (9)2, β(P ∗)

has to be greater than µ2(P ∗), hence P ∗ < PS .

First we suppose R1 ≤ 0. Since µ2 ≤ µ1, by (9)2, we get that β(P ∗) < µ1(P ∗), then

P ∗ > P1. Hence

P ∗ ∈ (P1, PS). (14)

Since K > K1 we have that (P1, PS) ⊆ Σ. Indeed, by (11) the function

P 7→ H(P ) := S(P )− P

is decreasing in (P1, PS) and S(P1)− P1 < 0; and thus

S(P ) < P for P ∈ [P1, PS ]. (15)
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It is easy to check that J(P1) = 0 < G(P1) and, by (15), J(PS) > G(PS), hence by Bolzano’s

Theorem we get an odd number of intersections of the two graphs.

Next, we assume R1 > 0. Since K > T1, then H is decreasing. Supposing that K ≤ K2

then H(PS) ≥ 0, hence H(P ) > H(PS) ≥ 0 for all P ∈ (0, PS). Then there does not exist any

P ≤ PS such that P ∈ Σ. Thus, there is not any endemic equilibrium.

Now, we assume K > K2. In this case, we have H(0) > 0 and H(PS) < PS , then there exists

P2 ∈ (0, PS) such that S(P2) = P2, and

S(P ) > P ∀P ∈ (0, P2) and S(P ) < P ∀P ∈ (P2, PS ].

Thus J(P2) < G(P2) since P2 < PS . And proceeding analogously to the former case, we see

that there exist an odd number of intersections of the functions J and G in (P2, PS).

Corollary 2.3. Suppose there exists at least an endemic equilibrium. Then if

K > max
Q∈I1

{(
(µ1(Q)− µ2(Q))(−qβ(Q) + µ1(Q))

)′

(µ′1(Q)− β′(Q))Q + (µ1(Q)− β(Q))

}
, (16)

where I1 is defined in (10), there exists a unique endemic equilibrium (I∗, S∗).

Proof. It is not hard to check that J ′(P ) − G′(P ) > 0. This clearly gives us uniqueness of

endemic equilibria.

Remark 2.4. Other conditions can be imposed to obtain uniqueness of endemic equilibrium

(for instance on β).

Next we study the asymptotic behavior of the equilibria. To analyze the local stability we

proceed by standard linearization techniques. Linearizing (3) around an equilibrium, (I∗, S∗),

we obtain a linear system whose eigenvalues λ verify the characteristic equation

χ(λ) ≡ λ2 + (a1 + b2)λ + (a1b2 − a2b1) = 0, (17)

where

a1 := −qβ(P ∗) + µ1(P ∗)−KS∗ + (−qβ′(P ∗) + µ′1(P
∗))I∗

a2 := (−qβ′(P ∗) + µ′1(P
∗)−K)I∗

b1 := −β′(P ∗)(S∗ + (1− q)I∗)− (1− q)β(P ∗) + µ′2(P
∗)S∗ + KS∗

b2 := −β(P ∗)− β′(P ∗)(S∗ + (1− q)I∗) + µ2(P ∗) + µ′2(P
∗)S∗ + KI∗.
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The two following results [12] are used from now on in this paper. Consider the following

systems, see:

ẋ = f(t, x), (18)

ẏ = g(y), (19)

where f and g are continuous and locally Lipschitz in x ∈ Rn and solutions exist for all

positive time. Equation (18) is called asymptotically autonomous with limit equation (19) if

f(t, x) → g(x) as t →∞ uniformly for x ∈ Rn.

Lemma 2.5. Let e be a locally asymptotically stable equilibrium of (19) and ω be the ω-limit

set of a forward bounded solution x(t) of (18). If ω contains a point y0 such that the solution

of (19), with y(0) = y0 converges to e as t →∞, then ω = {e}, i.e., x(t) → e, as t →∞.

Corollary 2.6. If the solutions of system (18) are bounded and the equilibrium e of the limit

system (19) is globally asymptotically stable, then any solution x(t) of system (18) satisfies

x(t) → e, as t →∞.

Theorem 2.7. 1. The trivial equilibrium (0, 0) is globally asymptotically stable (GAS) when

R0 > 0 and unstable when R0 < 0.

2. The disease-free equilibrium (0, PS) is locally asymptotically stable (LAS) when K < K2

and unstable when K > K2. Moreover, if

K < K3 :=





(1− q)β(P1)
PS

if R1 ≤ 0

µ1(0)− qβ(0)
PS

if R1 > 0.
(20)

then (0, PS) is GAS.

3. Under the assumption K > T1 (defined in (10)) any endemic equilibrium (I∗, S∗) is LAS.

In fact, if K > K2, it is GAS in the case of the uniqueness of the endemic equilibrium.

Proof. We first show the local stability.

It is easy to see that the roots of (17) for the equilibrium (0, 0) are λ1 = qβ(0) − µ1(0) and

λ2 = β(0)− µ2(0). Hence R0 > 0 is the necessary and sufficient condition for local stability.

Now, solving (17) for the equilibrium (0, PS) we see that the roots are λ1 = KPS − µ1(PS)−
qµ2(PS) and λ2 = (β′(PS)− µ′2(PS))PS < 0. Hence the necessary and sufficient condition for

local stability is K < K2.
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Now we study the endemic equilibria (I∗, S∗). Since (I∗, S∗) verifies (8), it is clear that

a1, b1, b2 > 0 and by K > T1, we have a2 < 0. Hence (a1 + b2) > 0 and (a1b2 − a2b1) > 0, thus

by the Routh-Hurwitz condition we have that the endemic equilibria are always LAS.

Next we study the global stability.

For the equilibrium (0, 0), if R0 > 0 then β(P (t)) < µ2(P (t)) ∀t ∈ R+. Hence, from (7)

P (t) → 0 as t →∞. We observe that

0 ≤ S(t) ≤ P (t),

and so S(t) → 0 as t → ∞ and thus I(t) → 0. Consequently if R0 > 0, the equilibrium (0, 0)

is GAS.

Now, supposing that R1 ≤ 0. Since, we assume that K < K3, and since β and µ1 are

continuous, then there exists δ > 0 such that

qβ(P1 − δ)− µ1(P1 − δ) + K(PS + δ) < 0.

On the other hand, by (7) there exists t0 > 0 such that P1 − δ ≤ P (t) ≤ PS + δ, for t ≥ t0.

Hence

I ′(t) ≤ (qβ(P1 − δ)− µ1(P1 − δ) + K(PS + δ)) I(t),

thus, I(t) → 0 as t →∞.

In the same manner we can see this in the case R1 > 0.

On the other hand

S′ = β(S + I(t))
(
S + (1− q)I(t)

)− µ2(S + I(t))S −KI(t)S.

Hence this differential equation is asymptotically stable to S′ = (β(S) − µ2(S))S. Using now

R0 < 0 and Corollary 2.6, S(t) → PS as t →∞.

Now we assume the uniqueness of the endemic equilibrium (I∗, S∗). We may apply the Dulac’s

criterion (see for instance [13]) to the two dimensional (3). Using the Dulac multiplier 1/IS,

we obtain

∂

∂I

(
qβ(I + S)I − µ1(I + S)I

IS
+ K

)
+

∂

∂S

(
β(I + S)

(
S + (1− q)I

)− µ2(I + S)S
IS

−K

)

= β′(I + S)
(

1
I

+
1
S

)
− µ′1(I + S)

S
− µ′2(I + S)

I
− β(I + S)

S2
(1− q) < 0.

Thus there is no periodic solution or cycle by Dulac’s Criterion. Since we have that (0, 0)

and (0, PS) are unstable and the endemic equilibrium is unique, it is GAS by the Poincaré-

Bendixson Theorem [13].
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3 The model with predator

In this section we consider the complete model (2).

Similarly to Proposition 2.1, we obtain global existence and uniqueness of the solution

(I(t), S(t), Y (t)) of the system (2). Moreover, this solution is uniformly bounded.

3.1 Equilibria and stability

We begin by showing the existence of equilibrium, (I∗, S∗, Y ∗), of (2). We consider the station-

ary system of (2), and proceeding analogously as the subsection 2.1 (substituting I∗ = P ∗−S∗),

we obtain




(−qβ(P ∗) + µ1(P ∗)−KS∗ + M1Y
∗)(P ∗ − S∗) = 0,

(µ2(P ∗)− µ1(P ∗) + (M2 −M1)Y ∗)S∗ = (β(P ∗)− µ1(P ∗)−M1Y
∗)P ∗,

mY ∗ − n(Y ∗)2 + εM1P
∗Y ∗ + ε(M2 −M1)S∗Y ∗ = 0.

(21)

Solving (21)3 we find two possible solutions for Y ∗

Y ∗ = 0, Y ∗ = (m + εM1P
∗ + ε(M2 −M1)S∗) /n.

The existence for the case Y ∗ = 0 was studied in the above section. Hence we consider the

equilibria for Y ∗ = (m + εM1P
∗ + ε(M2 −M1)S∗)/n. From now on we write, for each P ≥ 0

Fi(P ) :=−β(P ) + µi(P ) +
Mi

n
(m + εMiP ) for i = 1, 2,

S(P ) :=
−qβ(P ) + µ1(P ) +

M1m

n
+

εM2
1

n
P

K +
M1ε(M1 −M2)

n

,

Y (P ) :=
m + εM1P + ε(M2 −M1)S(P )

n
,

Gi(P ) := µi(P ) + MiY (P )− β(P ), for i = 1, 2,

J(P ) := G1(P )P, L(P ) := (µ1(P )− µ2(P ) + (M1 −M2)Y (P ))S(P ).

If F2(0) < 0, then there exists PSY > 0 such that

F2(PSY ) = 0. (22)

And if F1(0) ≤ 0, then there exists Q1 ≥ 0 such that

F1(Q1) = 0 with Q1 < PSY . (23)
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Let us introduce the following notation

T2 := max
Q∈I2

{−qβ′(Q) + µ′1(Q) +
εM1M2

n
} where I2 :=





(Q1, PSY ) if F1(0) ≤ 0

(0, PSY ) if F1(0) > 0.

Theorem 3.1. There exists always the equilibrium (0, 0,m/n). If F2(0) ≥ 0 this one is the

unique equilibrium.

For F2(0) < 0 there exists another disease-free equilibrium (0, PSY , (m + εM2PSY ) /n) and ,

1. For F1(0) ≤ 0, if

K > max
{
T2,

(1− q)β(Q1)
Q1

+
εM1

n
(M1 −M2)

}
(24)

there exists at least an endemic equilibrium (I∗, S∗, Y ∗).

2. For F1(0) > 0 and K > T2, there exists at least an endemic equilibrium (I∗, S∗, Y ∗) if,

and only if,

K > K4 :=
µ1(PSY )− qβ(PSY ) +

M1

n
(m + εM2PSY )

PSY
. (25)

Proof. As the proof is rather similar, although more involved, to the one of Theorem 2.2, we

only sketch it.

The existence of the equilibrium (0, 0,m/n) and the disease-free equilibrium (0, PSY , (m +

εM2PSY )/n) are straightforward from (21).

We are looking for an endemic equilibrium (I∗, S∗, Y ∗) such that S∗ = S(P ∗), Y ∗ = Y (P ∗)

and I∗ = P ∗ − S(P ∗), where P ∗ > 0 has to verify

J(P ∗) = L(P ∗), (26)

and P ∗ belonging to the set Σ := {P ∈ (0, +∞) such that 0 < S(P ) < P}.
Since L(P ) is a positive function, then G1(P ∗) > 0, and for P ∈ Σ

L(P ) = (G1(P )−G2(P ))S(P ) < (G1(P )−G2(P ))P = J(P )−G2(P )P,

hence G2(P ∗) ≤ 0. But, for P ∈ Σ, Y (P ) > (m + εM2P )/n, hence G2(P ) > F2(P ). Since

F2 is an increasing function, then a necessary condition for the existence of this equilibrium is

F2(0) < 0, moreover P ∗ has to be less than PSY .

In the case, F1(0) ≤ 0, then Q1 < P ∗ < PSY , and (Q1, PSY ) ⊆ Σ. Moreover J(Q1) < L(Q1)

and J(PSY ) > L(PSY ). Bolzano’s Theorem concludes the proof in this case.
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In the case F1(0) > 0, if K ≤ K4, there does not exist any P ≤ PSY such that P ∈ Σ.

If K > K4 then there exists Q2 ∈ (0, PSY ) such that

S(Q2) = Q2,

and we have that J(Q2) < L(P2). Again, Bolzano’s Theorem concludes the proof.

Now, we analyze the stability of equilibria.

The predator-free equilibria, Y ∗ = 0, are unstable, because the linearized equation around

these points is

Π′3(t) = (m + εM1I
∗ + εM2S

∗)Π3(t)

where Π3(t) := Y (t)− Y ∗.

To analyze the local stability we proceed by standard linearization techniques. Linearizing

(21) and after some computations the characteristic equation is

F (λ) :=λ3 + (a1 + b2 + c3)λ2 + (a1b2 + a1c3 + b2c3 − a2b1 − a3c1 − b3c2)λ

+ (a1b2c3 − a2b1c3 + a2b3c1 + a3b1c2 − a3b2c1 − a1b3c2) := λ3 + d1λ
2 + d2λ + d3 = 0.

where

a1 := (−qβ(P ∗) + µ1(P ∗)− qβ′(P ∗)I∗ + µ′1(P
∗)I∗ −KS∗ + M1Y

∗)

a2 := (−qβ′(P ∗) + µ′1(P
∗)−K)I∗

a3 := M1I
∗, b1 := −β′(P ∗)(S∗ + (1− q)I∗)− (1− q)β(P ∗) + µ′2(P

∗)S∗ + KS∗

b2 := −β(P ∗)− β′(P ∗)(S∗ + (1− q)I∗) + µ2(P ∗) + µ′2(P
∗)S∗ + KI∗ + M2Y

∗

b3 := M2S
∗, c1 := −εM1Y

∗, c2 := −εM2Y
∗, c3 := m + εM1I

∗ + εM2S
∗.

We are ready to show the stability results.

Theorem 3.2. 1. The trivial equilibrium (0, 0,m/n) is GAS when F2(0) > 0 and unstable

when F2(0) < 0.

2. The disease-free equilibrium (0, PSY , (m + εM2PSY )/n) is LAS when K < K4, and un-

stable when K > K4.

3. Under the assumption K > T2, if −β′(P ∗)(S∗ + (1 − q)I∗) + µ′2(P
∗)S∗ > (1 − q)β(P ∗)

then any endemic equilibrium (I∗, S∗, Y ∗) is LAS.

11



Proof. It is not hard to see the local stability or instability of the trivial equilibrium and the

disease-free equilibrium.

Now let us turn to the endemic equilibria. By the Routh-Hurwitz criterion we see that the

characteristic equation does not posses any root with real positive part if, and only if,

di > 0 for i = 1, 2, 3, d1d2 − d3 > 0.

It is immediate to see that a1, a3, b3, c3 > 0, and a2, c1, c2 < 0. Since (I∗, S∗, Y ∗) verifies (21)2,

we have

b2 = (1− q)β(P ∗)
I∗

S∗
− β′(P ∗)(S∗ + (1− q)I∗) + µ′2(P

∗)S∗ > 0,

and, by (21)1, we get

b1 = −β′(P ∗)(S∗ + (1− q)I∗)− β(P ∗) + µ1(P ∗) + M1Y
∗ + µ′2(P

∗)S∗.

Moreover, from (26), it follows that

(µ1(P ∗)− β(P ∗) + M1Y
∗) = (µ1(P ∗)− µ2(P ∗) + (M1 −M2)Y ∗)

S∗

P ∗
,

and hence that b1 > 0. Thus

d1 = a1 + b2 + c3 > 0, d2 = a1b2 + a1c3 + b2c3 − a2b1 − a3c1 − b3c2 > 0.

Next we examine the sign of d3. We have

a3c2 − a2c3 > (−εM1M2Y
∗ + εM1M2Y

∗) I∗ = 0,

and so d3 > 0.

To finish we need to show d1d2 − d3 > 0. Since a1 > 0, a2 > −KI∗, b1 > KS∗, b2 > 0, then

d1d2 − d3 > εnM2
1 I∗(Y ∗)2 + εnM2

2 S∗(Y ∗)2 > 0.

Our next goal is to establish the global stability of the equilibrium (0, 0,m/n) when F2(0) > 0.

Since F2(0) > 0, there exists δ > 0 such that

β(P (t))− µ2(P (t))−M2(m/n− δ) < 0 (27)

for t ≥ 0. By (2) we have

Y ′(t) ≥ (m− nY (t))Y (t). (28)

12



Thus there is t0 > 0 such that Y (t) ≥ m/n− δ for t ≥ t0. So, for t ≥ t0

P ′(t) ≤ (β(P (t))− µ2(P (t))−M2(m/n− δ)) P (t).

By (27), we conclude that P (t) → 0 as t →∞. Moreover, we have

0 ≤ S(t) ≤ P (t),

hence S(t) → 0 as t →∞. Consequently, I(t) → 0 as t →∞. We may now apply the Corollary

2.6, since Y verifies the ordinary equation

Y ′ = (m− nY + εM1I(t) + εM2S(t))Y,

which is asymptotically stable to Y ′ = (m − nY )Y, it follows that Y (t) → m/n as t → ∞.

This completes the proof.

Theorem 3.3. We assume F2(0) < 0, if

M1m > M1(K) := n (KPS − µ1(0) + qβ(0)) . (29)

then the disease disappears.

In fact, the disease-free equilibrium (0, PSY , (m + εM2PSY ) /n) is GAS.

Proof. By (29), there exists δ > 0 such that

qβ(0)− µ1(0) + K(PS + δ)−M1(m/n− δ) < 0. (30)

From (2) and (28), fixed δ > 0, there is t0 > 0 such that for t ≥ t0

0 ≤ P (t) ≤ PS + δ

Y (t) ≥ m/n− δ.

In addition, by (2), there exists t2 > 0 such that for t ≥ t2

I ′ ≤
(
qβ(0)− µ1(0) + K(PS + δ)−M1

(m

n
− δ

))
I.

Hence, by (30), I(t) → 0 as t → +∞.

Thus, the system (2) is asymptotically autonomous with




S′ = (β(S)− µ2(S)−M2Y )S,

Y ′ = (m− nY + εM2S)Y.
(31)
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Now, we study (31). Using the Dulac multiplier 1/Y S, we obtain

∂

∂S

(
β(S)− µ2(S)

Y
−M2

)
+

∂

∂Y

(
m− nY

S
+ εM2

)
=

β′(S)− µ′2(S)
Y

− n

S
< 0,

so that there are no periodic solution or cycle by Dulac’s Criterion [13]. Furthermore the ω-

limit set of this system is {(PSY , (m + εM2PSY )/n)} by Poincaré-Bendixson [13] and the fact

that in this case the other equilibria ((PS , 0), (0,m/n) and (0, 0)) are unstable. By Corollary

2.6 we obtain the result, i.e. the disease-free equilibrium (0, PSY , (m+εM2PSY )/n) is GAS.

4 Conclusions and a specific example

We can give the following biological interpretation to the above results.

First we consider the case without predator:

• If the net birth rate (β(0)) is less than the net death rate of the susceptible individuals

(µ2(0)), then the prey goes to extinction.

• On the other hand, if β(0) > µ2(0) and

– if the rate of infection, K, is low enough, then infectives go to extinction, i.e the

disease disappears.

– However, if K is large enough then the infection persists in time.

Now, we introduce in the process a predator, i.e we consider the system (2).

• If the predation rate of susceptible individuals, M2, or the carrying capacity of the

environment, D := m/n, is sufficiently large (M2D > β(0) − µ2(0)), then the predator

drives the prey to extinction.

• Assume that M2D < β(0)− µ2(0), then

– if the predation rate of infective individuals, M1, is large enough, then the disease

disappears.

– However, under some assumptions (see Th. 3.2), the disease remains endemic.

As consequence, we conclude if the rate of infection, K, is large enough and there is not

predator, the infective individuals persist; but if we include a predator with large rate of

infection, the predator kills the disease but not the susceptible individuals.
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We would point out that if F2(0) < 0 then R0 < 0. Moreover, in this case, we have that PSY <

PS . Consequently, if there exists the disease free equilibrium in the model with predators there

exists the corresponding equilibrium without predators. And, the prey population is smaller

in the former case as intuitively one expects.

Now, we consider a particular case, in which we see that in the case without predator the

disease persists whereas in the case with predator the disease disappears. Let

µi(P ) := µi ∗ P with µ1 > µ2 > 0,

β(P ) := e−β∗P with β > 0.

We first examine the case without predator. In this case, we have R0 = R1 = −1 < 0. We

write, K̄ := µ1−qµ2. We obtain that (0, 0) is unstable. Moreover, there is another equilibrium

(0, S̄) where µ2 ∗ S̄ = e−β∗S̄ . The disease-free equilibrium is stable if K < K̄ and unstable if

K > K̄. On the other hand, in this case we can improve the estimates obtained in Section 3

and we conclude that if K > K̄, then there exists a unique endemic equilibrium (I∗, S∗) which

is stable.

For the case with predator, we check that there exists a unique disease-free equilibrium,

(0, Ŝ,
εM2Ŝ

n
), where µ2 ∗ Ŝ − e−β∗Ŝ + M2

m + εM2Ŝ

n
= 0 if, and only if

M2m

n
< 1.

This disease-free equilibrium is stable if

K < K̄ +

(
m + εM2Ŝ

nŜ

)
(M1 − qM2) ,

in fact by Theorem 3.3 if

M1m > n
(
KS̄ + q

)
and

M2m

n
< 1

then it is GAS.

Summarizing, if we assume M1m > n
(
KS̄ + q

)
and M2m/n < 1, for K > K̄ the disease

persists for the case without predator and disappears for the influence of the predator.
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