
J Sci Comput (2018) 74:667–692
https://doi.org/10.1007/s10915-017-0469-9

A High-Order Local Projection Stabilization Method
for Natural Convection Problems

Tomás Chacón Rebollo1 · Macarena Gómez Mármol2 · Frédéric Hecht3 ·
Samuele Rubino4 · Isabel Sánchez Muñoz5

Received: 26 October 2016 / Revised: 3 March 2017 / Accepted: 23May 2017 / Published online: 5 June 2017
© Springer Science+Business Media New York 2017

Abstract In this paper, we propose a local projection stabilization (LPS) finite element
method applied to numerically solve natural convection problems. This method replaces
the projection-stabilized structure of standard LPS methods by an interpolation-stabilized
structure,which only acts on the high frequencies components of theflow.This approach gives
rise to a method which may be cast in the variational multi-scale framework, and constitutes
a low-cost, accurate solver (of optimal error order) for incompressible flows, despite being
only weakly consistent. Numerical simulations and results for the buoyancy-driven airflow
in a square cavity with differentially heated side walls at high Rayleigh numbers (up to
Ra = 107) are given and compared with benchmark solutions. Good accuracy is obtained
with relatively coarse grids.
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1 Introduction

In the present paper, we discuss the application of finite element (FE) local projection stabi-
lization (LPS) methods to natural convection problems. Natural convection occurs in many
practical situations of real life, and the so-called Boussinesq approximation is generally
employed to describe this physical phenomenon. The Boussinesq system models motion of
buoyancy-driven incompressible fluid flows of relevant importance in nature (atmosphere,
ocean dynamics) and industry (room ventilation, insulation with double-pane windows, cool-
ing of nuclear reactors, material processing, etc.).

From the computational point of view, the Boussinesq system presents severe problems for
large Rayleigh numbers. It is well known that its steady solution is unique only under some
restrictions on the Rayleigh and Prandtl numbers. Uniqueness is lost for very high Rayleigh
numbers [47], at which the solution bifurcates due to the instability of the basic flow that leads
to an oscillatingflowpattern (transition to thermal turbulence). StandardGalerkin FEmethods
for natural convection problems usually yield inaccurate approximate solutions (unless using
very fine unpractical grids) at large Rayleigh numbers, due to the dominant convection inside
layers that generates spurious instabilities [33]. Remaining in the context of FE methods,
a more coherent formulation to properly reproduce buoyancy-driven convection-dominated
flows should take into account additional stabilization techniques [48] in order to represent
a viable numerical method.

We mainly focus here on a high-order LPS method (Cf. [19]), which constitutes a low-
cost, accurate solver for incompressible flows, despite being only weakly consistent since
it does not involve the full residual. It differs from the standard LPS methods (Cf. [15,39])
because it uses continuous buffer functions, it does not need enriched FE spaces, it does
not need element-wise projections satisfying suitable orthogonality properties, and it does
not need multiple meshes. An interpolant-stabilized structure of Scott–Zhang-type replaces
the projection-stabilized structure of standard LPS methods. This high-order stabilization
procedure by using a Scott–Zhang-like interpolation operator has been successfully applied
to the Oseen problem (Cf. [19]). Moreover, it has been extended to the evolution NSE (Cf.
[21]) and the primitive equations of the ocean (Cf. [24]), and recently shown by numerical
experiments that, since this method is only approximately consistent, the addition of a multi-
scale Smagorinsky term to the high-order stabilization scheme can help to counter-balance
the accumulation of sub-grid energy due to its diffusive nature, providing slight additional
accuracy (Cf. [23,49]).

LPS schemes were originally proposed for the Stokes problem [8], and then successfully
extended to transport problems (Cf. [3,6,9,38,45,48]). They allow to circumvent the discrete
inf–sup condition and to use equal order interpolation for velocity and pressure and they also
provide stabilization of convection-dominant effects and improvement of mass conservation.
Different variants of LPS methods have been investigated during the recent years for incom-
pressible flow problems. The main common interesting feature is that, thanks to projection,
the symmetric stabilization terms only act on the small scales of the flow as sub-grid viscosi-
ties, thus ensuring a higher accuracy with respect to more classical stabilization procedures,
such as penalty-stabilized methods (Cf. [18]). This also guarantees a self-adapting high accu-
racy in laminar regions of a turbulent flow, which turns to be of overall optimal high accuracy
if the flow is fully laminar, and allows to obtain an asymptotic energy balance for smooth
flows (Cf. [1]). Moreover, an important advantage of their term-by-term structure is that the
projection can be easily treated as implicit, without having all the residual terms coupled, as
for more complex residual-based methods (Cf. [7,29]). For a detailed description of different
variants of LPS schemes, we refer to [34,39,52].
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The numerical analysis of LPS methods is well-understood for the Oseen problem (Cf.
[15,16,30,44,46]). This analysis has been recently extended to the time-dependent incom-
pressibleNavier–Stokes equations (NSE) in [4,17], and also in [1,21,22] for the term-by-term
version of the method considered in the present paper when just applied to NSE. Also, some
numerical analysis and numerical results for steady and time-dependent natural convection
problems can be found in the literature [10,13,14]. In [26–28,41,54], sub-grid scalemodeling
for (turbulent) temperature dependent flow is considered. However, when stabilized methods
are used, the existent numerical analysis only concerns the study of dissipative stabilization
terms acting as sub-grid viscosities, and the analysis of non-symmetric crossed stabilization
terms coming from the coupling of energy and momentum in Navier–Stokes equations is not
yet available, to the best of our knowledge. The present paper aims to provide such a technical
analysis, which cannot be found in the literature so far, up to the authors knowledge.

The main contribution of this work is thus to extend the formulation and the numeri-
cal analysis introduced in [1] for NSE to non-isothermal incompressible flows using the
Boussinesq approximation, in which the unknowns, velocity, pressure and temperature, are
strongly coupled. Also, to discuss some implementations aspects of the extended formula-
tion. This latter is mathematically derived using the variational multi-scale (VMS) formalism
[2,25,37]. The basic idea is to split the unknowns, velocity, pressure and temperature, into
their FE component (resolved scales of the flow) and a sub-grid scale component, hereafter
referred to as sub-scale. This procedure makes apparent the presence of interactions between
resolved scales and sub-scales that correspond to classical dissipative stabilization terms.
Also, of crossed velocity-temperature interactions due to the coupling of heat and momen-
tum equations, which in principle could not be neglected a-priori due to the relevant buoyancy
interaction at all scale ranges introduced by the Boussinesq model, responsible for natural
convection.

We extend the numerical analysis of [1] for NSE, deriving standard L∞(L2) ∩ L2(H1)

stability estimates for velocity and temperature in the evolutionary case. The new crossed
stabilization terms due to velocity-temperature interactions are controlled using on one hand
the L2 estimates of velocity and temperature coming from their time derivative, and on the
other hand the estimates of the dissipative stabilization terms. The obtained stability estimates
are sufficient to pass to the weak limit in the evolution problem.

The paper is organized as follows: In Sect. 2, we introduce the model problem for time-
dependent natural convection and its continuous variational formulation. In Sect. 3, we derive
the proposedLPS approximation of the governingBoussinesq equations, andwe state itsmain
properties. Section4 is devoted to the numerical analysis (stability and convergence) of the
arising discrete stabilized FE scheme. In Sect. 5, we present numerical tests for the 2Dmotion
of a fluid in a square cavity whose vertical walls are maintained at different temperatures.
Numerical results are comparedwith reference solutions to show the potential of the proposed
method for simulating high Rayleigh number flows on relatively coarse grids. Section6 states
the main conclusions of the paper.

2 Time-Dependent Boussinesq Equations: Continuous Problem and
Variational Formulation

We introduce an initial–boundary value problem (IBVP) for the time-dependent Boussinesq
equations to solve natural convection problems.

Let � ∈ R
d , with d = 2 or 3, be the bounded polyhedral computational domain in

which the flow takes place during the time interval [0, T ]. Let � = ∂� be its Lipschitz-
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continuous boundary that we suppose decomposed into two disjoint parts, � = �D ∪ �N .
Let us assume the fluid viscous, incompressible, Newtonian and Boussinesq-approximated.
Thus, the IBVP to be considered consists in finding a velocity field u : � × (0, T ) → R

d , a
pressure p : � × (0, T ) → R, and a temperature θ : � × (0, T ) → R such that:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tu + u · ∇u − Pr�u + ∇ p − Pr Ra θ ed = f in � × (0, T )

∇ · u = 0 in � × (0, T )

∂tθ + u · ∇θ − �θ = Q in � × (0, T )

u(x, 0) = u0(x) in �

θ(x) = θ0(x) in �

u = 0 on � × (0, T )

θ = θD on �D × (0, T )

∇θ · n = 0 on �N × (0, T )

(1)

Here, Pr and Ra are positive dimensionless numbers, respectively, the Prandtl and Rayleigh
numbers, and ed is the last vector of the canonical basis of R

d . The data are the external body
forces field f , the heat source term Q, the initial velocity field u0, the initial temperature θ0,
and a given temperature θD over the boundary �D . In system (1), the governing equations of
fluid flow corresponds respectively to momentum, mass, and energy conservation, together
with initial and boundary conditions for the velocity field and the temperature (Cf. [40]). The
Prandtl number is defined as:

Pr := ν0

k0
,

with ν0 a reference kinematic viscosity and k0 a reference thermal conductivity. The Rayleigh
number is defined as:

Ra := gα0|θ1 − θ0|L3

k0ν0
,

with g the gravitational acceleration, α0 the thermal expansion coefficient, θ1 and θ0 refer-
ences temperatures, and L a characteristic length. The Rayleigh number is associated with
the heat transfer within the fluid and it measures the ratio between buoyancy and viscous
forces. When the Rayleigh number is below a critical value, heat transfer is primarily in
the form of conduction, but when it exceeds this critical value, heat transfer is primarily in
the form of convection. Moreover, in the last case, if the Rayleigh number exceeds certain
threshold the flow is unstable. This instability, called Rayleigh–Bénard instability, appears
when there is a coupling between the dynamic field and the thermal field (Cf. [50]).

To define the weak formulation of problem (1), we introduce some useful notations for
spaces. We consider the Sobolev spaces L p(�), Wm,p(�), with m ∈ N and 1 ≤ p ≤ ∞,
and Hs(�), with s ∈ R. When they appear as sub-index, they shall be denoted by L p ,Wm,p

and Hs , respectively. In the same way, the vector-valued Sobolev spaces shall be denoted by
Lp , Wm,p and Hs , respectively. Also, the parabolic Bochner function spaces L p(0, T ; X)

and L p(0, T ;X), where X or X stands for a scalar or vector-valued Sobolev space, shall be
denoted by L p(X) and L p(X), respectively.

We shall consider homogeneousDirichlet data for the temperature, θD = 0.As is standard,
this condition may be achieved by using a convenient lifting of θD . Let us define the velocity
and temperature spaces:

H1
0(�) = H1

0 (�)d =
{
v ∈ H1(�)d such that v = 0 on �

}
,

H1
D(�) = {z ∈ H1(�) such that z = 0 on �D

}
.
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These spaces are closed linear subspaces of H1(�)d and H1(�), respectively, and thus
Hilbert spaces endowed with the H1-norm. Thanks to Korn’s inequality (Cf. [36]), this norm
is equivalent on H1

0(�) to the norm ‖v‖H1
0

= ‖∇v‖L2 and similarly, on H1
D(�) to the norm

‖z‖H1
D

= ‖∇z‖L2 . We introduce the tensor space X = H1
0(�) × H1

D(�) endowed with the
euclidean norm:

‖V‖2X = ‖∇v‖2L2 + ‖∇z‖2L2 , ∀ V = (v, z) ∈ X,

and we denote by X ′ its dual space. Also, we define the pressure space:

M = L2
0(�) =

{

q ∈ L2(�) such that
∫

�

q dx = 0

}

.

We consider the following variational formulation of (1):
Given F = ( f , Q) ∈ L2(0, T ; X ′) and U0 = (u0, θ0) ∈ L2(�)d+1, find U = (u, θ) ∈
L2(0, T ; X) and P ∈ L2(0, T ; M) such that:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
∫ T

0
(U(t), V ) ϕ′(t) dt − (U0, V ) ϕ(0)

+
∫ T

0
[b(u(t);U(t), V ) + a(U(t), V ) + c(U(t), V )] ϕ(t) dt

+
∫ T

0
(P(t),∇ · v) ϕ′(t) dt +

∫ T

0
(∇ · u(t), q) ϕ(t) dt =

∫ T

0
〈F(t), V 〉ϕ(t) dt,

∀ V = (v, z) ∈ X, ∀ q ∈ M, ∀ ϕ ∈ D([0, T ]) such that ϕ(T ) = 0.

(2)

Here, (·, ·) denotes the L2 scalar product, either for scalar or vector functions, 〈·, ·〉 stands
for the duality pairing between X ′ and X , and the forms b, a and c are respectively given by:

b(w;U, V ) = 1

2
[(w · ∇ u, v) − (w · ∇ v, u) + (w · ∇ θ, z) − (w · ∇ z, θ)] , (3)

a(U, V ) = r (∇u,∇v) + s (∇θ,∇z), (4)

c(U, V ) = −λ (θ, vd), (5)

for any U, V ∈ X , w ∈ H1
0(�). In the natural convection case that represents model

(1), r = Pr , s = 1 and λ = Pr Ra, but the same structure covers others convection
cases. For example, for mixed convection, r = Re−1, s = (Re Pr)−1 and λ = Ra Re−1,
with Re the Reynolds number. So, the numerical analysis realized in Sect. 4 is valid for
different convection cases. Note that the linear forms b, a and c are continuous, and also that
b(w;U,U) = 0 for all U ∈ X , w ∈ H1

0(�). The physical pressure is the time derivative of
the unknown P : p = ∂t P ∈ H−1(M) = H1

0 (0, T ; M)′. The interest of considering P as
unknown instead of p is that there are high technical difficulties to obtain uniform bounds
for the discrete pressures in a Banach space of space-time functions (see [25], Remark
10.2), while we shall obtain uniform bounds in the Banach space L∞(L2) for the numerical
approximation of P (see estimate (29) of Theorem 4.7). It is known that for domains which
satisfy the cone condition, as bounded polyhedral domains, P ∈ L∞(L2), e.g., see [32,
Remark 2.5]. We notice, however, that for practical computations one would approximate
the physical pressure p, and P is introduced just for the numerical analysis.
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3 A High-Order LPS Discretization

In order to describe the discretization of problem (2), we consider a family of affine-
equivalent, conforming, and regular triangulations of � formed by simplicial elements,
{Th}h>0, where the parameter h denotes the largest diameter of the elements of Th .

Given an integer l ≥ 0 and an element K ∈ Th , we denote by Pl(K ) the space of Lagrange
polynomials of degree less than, or equal to l, defined on K , and we define the following FE
spaces:

V l
h = {vh ∈ C0(�) such that vh |K ∈ Pl(K ), ∀K ∈ Th},

Uh = (V l
h ∩ H1

0 (�))d , �h = Vm
h ∩ H1

D(�), Xh = Uh × �h ⊂ X,

Mh = V n
h ∩ M. (6)

To introduce a two-scales VMSmodel, we decompose the unknowns spaces X and M as:

X = Xh ⊕ X ′, M = Mh ⊕ M ′,

where Xh and Mh are the large-scales spaces for velocity-temperature and pressure, and X ′
andM ′ are the small-scales complementary spaces.We shall assume that these two spaces are
L2-orthogonal. Let us consider the corresponding decomposition of a solution (U(t), p(t))
of (2) and the test functions (V , q):

(U(t), p(t)) = (Uh(t), ph(t)) + (U ′(t), p′(t)), (V , q) = (V h, qh) + (V ′, q ′).

Then, the pairs (Uh(t), ph(t)) and (U ′(t), p′(t)) satisfy the following two coupled problems
in D′(0, T ) (for simplicity of notation, we do not explicit the dependence of these functions
upon t):

(∂tUh, V h) + A (u; (Uh, ph) , (V h, qh)) = 〈R (u;U ′, p′) , (V h, qh)
〉
, (7)

for all (V h, qh) ∈ Xh × Mh , and:
(
∂tU ′, V ′)+ A

(
u; (U ′, p′) ,

(
V ′, q ′)) = 〈R (u;Uh, ph) ,

(
V ′, q ′)〉, (8)

for all (V ′, q ′) ∈ X ′ × M ′, where:

A(w; (U, p), (V , q)) = b(w;U, V ) + a(U, V ) + c(U, V ) − (p,∇ · v) + (∇ · u, q),

R(w;U, p) =
(
F
0

)

−
(

∂tU
0

)

−Lw(U, p) is the residual associated to the Eq. (1) and Lw

is the linear operator associated to the form A(w; ·, ·):

Lw(U, p) =
⎛

⎝
w · ∇u − r �u + ∇ p − λ θ ed

w · ∇θ − s �θ

∇ · u

⎞

⎠ .

Problem (8) has to be understood as a problem for the small-scales of the solution, (U ′, p′),
which are driven by the residual associated to the large-scales (Uh, ph). Hence, supposing
that the small-scales are quasi-static, this problem is approximately solved following the
orthogonal sub-scales approach, that we omit for brevity (Cf. [2]) and its solution is repre-
sented in terms of the large-scales:

(
U ′, p′) ≈ τ�∗

h (R (uh;Uh, ph)) , (9)
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where τ is a piecewise constant matrix that takes the value τ K on any K ∈ Th and �∗
h =

I − �h , with �h (in principle) the L2 orthogonal projection on Xh × Mh . Here we will
assume that, in general, �h is some stable projection or interpolation operator on Xh × Mh .

Problem (7) is regarded as a problem for the large-scales where the small-scales act as a
parameter. Indeed, since ∂tU ′ is orthogonal to Xh , problem (7) can be rewritten as:

(∂tUh, V h) + A (u; (Uh, ph) , (V h, qh)) + 〈L∗
u (V h, qh) ,

(
U ′, p′)〉 = 〈F, V h〉, (10)

for all (V h, qh) ∈ Xh × Mh . Next, we approximate the convection velocity in L∗
u by uh

and incorporate the approximation (9) in (10), considering that the force vector F belonging
to the FE space (or being approximated by an element of this space). Then, we obtain the
following VMS method to compute (Uh, ph):

(∂tUh, V h) + A(uh; (Uh, ph), (V h, qh)) − (�∗
h(L

∗
uh (V h, qh)),�

∗
h(Luh (Uh, ph)

)

τ

= 〈F, V h〉, for all (V h, qh) ∈ Xh × Mh, (11)

where (·, ·)τ stands for the scalar product defined by:

(ϕ,ψ)τ =
∑

K∈Th

τ K (ϕ,ψ)L2(K ), for all ϕ,ψ ∈ L2(�)d+2. (12)

The spatial discretization that we propose to solve problem (2) is a penalty stabilized method
based in method (11), where we neglect second order derivatives of FE functions within
element interiors in:

−(�∗
h(L

∗
Uh

(V h, qh)),�
∗
h(LUh (Uh, ph)

)

τ
.

This way leads to a method where we retain all the sub-grid dissipative interaction terms that
correspond to classical stabilization terms but also all the sub-grid crossed velocity-pressure-
temperature interaction terms due to the coupling of the heat and the momentum flow. These
terms model the buoyancy effects from the small to the large scales. More concretely, we add
to the standard Galerkin discretization the term Sh(uh; (Uh, ph), (V h, qh)) defined by:

Sh(wh; (Uh, ph), (V h, qh)) = Smom
h (wh; (Uh, ph), (V h, qh)) + Sconv

h (wh;Uh, V h)

+ Sdivh (Uh, V h) + Sbuoh (wh; (Uh, ph), (V h, qh)), (13)

where:

Smom
h (wh; (Uh, ph), (V h, qh)) = (�∗

h,1(wh · ∇vh + ∇qh), �∗
h,1(wh · ∇uh + ∇ ph)

)

τ1
,

Sconv
h (wh,Uh, V h) = (�∗

h,2(wh · ∇zh), �∗
h,2(wh · ∇θh)

)

τ2
,

Sdivh (Uh, V h) = (�∗
h,3(∇ · vh), �∗

h,3(∇ · uh)
)

τ3
,

Sbuoh (wh; (Uh, ph), (V h, qh)) = −λ
(
�∗

h,1(wh · ∇vhd + ∂dqh), �∗
h,1(θh)

)

τ1

+ λ
(
�∗

h,2(vhd), �∗
h,2(wh · ∇θh)

)

τ2
,

for any Uh = (uh, θh), V h = (vh, zh) ∈ Xh , w ∈ H1
0(�) and ph , qh ∈ Mh .

Here, we consider �h some stable projection or interpolation operator from L2(�)d+2

on V l−1
h × Vm−1

h × V n−1
h , and we denote by �h,1, �h,2 and �h,3 the components of this

operator on V l−1
h , Vm−1

h and V n−1
h , respectively. This structure of the operator �h allows to
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get optimal order, as it has been proved for the Oseen equations in [19], where this high-order
method was introduced, and also for the unsteady Navier–Stokes equations in [1].

Also, we are considering in (12) the piecewise constant matrix τ that on each K ∈ Th
takes the value:

τ K =
⎛

⎝
τK ,1 Id 0 0

0 τK ,2 0
0 0 τK ,3

⎞

⎠ ,

where τ1,K , τ2,K and τ3,K are the stabilization coefficients. So:

(ϕ,ψ)τ =
∑

K∈Th

τK ,1(ϕ1,ψ1)L2(K )d +
∑

K∈Th

τK ,2(ϕ2, ψ2)L2(K ) +
∑

K∈Th

τK ,3(ϕ3, ψ3)L2(K )

:= (ϕ1,ψ1)τ1 + (ϕ2, ψ2)τ2 + (ϕ3, ψ3)τ2 .

We will denote ‖ · ‖τ , where τ denotes either τ1, τ2 or τ3, the norm associated to the scalar
products (·, ·)τ , and define the space endowed with this norm:

L2
τ (�) = {ϕ ∈ L2(�) such that ‖ϕ‖τ < +∞} ,

and similarly for vector functions.
The terms Smom

h , Sconv
h and Sdivh enable to stabilize the interaction between velocity

convection and pressure gradient, the temperature convection and the divergence of velocity,
respectively (Cf. [1,19,21]). In this work, we aim to investigate the effect of the terms due
to the buoyancy force.

Remark 3.1 Several authors have studied the links between residual LPS methods and VMS
strategies. Braack and Burman established a connection between LPS and VMS modeling
in [15], in the context of a three-scales VMS formulation of Navier–Stokes equations. In this
work, LPS is used to construct eddy diffusion terms that vanish on the resolved large scales.
Also, Barrenechea and Valentin design consistent LPS methods in [5], starting from a VMS
formulation: An enriched Petrov–Galerkin formulation for the Stokes problem, in which
velocity and pressure finite element spaces are enhanced with solutions of residual-based
local problems. Then the static condensation procedure is applied to build the method. The
resulting method does not need the use of a macro-element grid structure and is parameter-
free.

Here we follow a different approach: We construct at first the two-level VMS formulation
ofBoussinesq equations, and retain the sub-grid diffusive terms, in addition to those generated
by buoyancy interactions, to design the LPS discretization that we consider.

To introduce the discretization in time, we consider a positive integer number N and
define �t = T/N and tn = n�t for n = 0, 1, . . . , N . Then, we get a fully discrete scheme
choosing a semi-implicit Euler method in time, where the discretization is semi-implicit for
the convection terms, explicit for the term due to buoyancy (5), and implicit for the remaining
terms.

We propose the following method to compute the approximations Un
h = (unh, θnh ) and pnh

of U(·, tn) = (u(·, tn), θ(·, tn)) and p(·, tn), respectively.
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U0
h = U0h

Given
(
Un

h, p
n
h

) ∈ Xh × Mh, find
(
Un+1

h , pn+1
h

)
∈ Xh × Mh such that:

1

�t

(
Un+1

h − Un
h, V h

)
+ b

(
unh;Un+1

h , V h

)

+a(Un+1
h , V h) −

(
pn+1
h ,∇ · vh

)
+
(
∇ · un+1

h , qh
)

+Sh
(
unh;
(
Un+1

h , pn+1
h

)
, (V h, qh)

)
=
〈
F̄
n+1

, V h

〉
− c
(
Un

h, V h
)
,

∀ (V h, qh) ∈ Xh × Mh, for n = 0, 1, . . . , N − 1.

(14)

Here, U0h = (u0h, θ0h) is the Stokes interpolate of U0 in Xh (weakly free-divergence), and

F̄
n+1 = ( f̄

n+1
, Q̄n+1) with f̄

n+1
and Q̄n+1 the average values of f and Q, respectively,

in [tn, tn+1]:

f̄
n+1 = 1

�t

∫ tn+1

tn
f (t) dt, Q̄n+1 = 1

�t

∫ tn+1

tn
Q(t) dt.

We propose also a alternative version of method (14), considering a discretization in time
semi-implicit for the convection terms, while that of the remaining terms is fully implicit.
That is:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

U0
h = U0h

Given (Un
h, p

n
h ) ∈ Xh × Mh, find

(
Un+1

h , pn+1
h

)
∈ Xh × Mh such that:

1

�t

(
Un+1

h − Un
h, V h

)
+ A

(
unh;
(
Un+1

h , pn+1
h

)
, (V h, qh)

)

+Sh
(
unh;
(
Un+1

h , pn+1
h

)
, (V h, qh)

)
=
〈
F̄
n+1

, V h

〉
,

∀ (V h, qh) ∈ Xh × Mh, for n = 0, 1, . . . , N − 1.

(15)

4 Analysis of the Discrete Models

In this section, we perform the numerical analysis of the proposed discrete models (14) and
(15).

4.1 Technical Background

This section provides some technical results that are required for the numerical analysis.

Hypothesis 4.1 U0h is some interpolate of U0 in Xh such that:

‖U0h‖L2 ≤ C ‖U0‖L2 , (16)

for some positive constant C . Also:

lim
h→0

(U0h, V ) = (U0, V ), ∀ V ∈ X . (17)

Hypothesis 4.2 The stabilization coefficients τ1,K , τ2,K , and τ3,K satisfy the following con-
ditions:

α1 h
2
K < τ1,K ≤ α2 h

2
K , 0 < τ2,K ≤ β h2K , 0 < τ3,K ≤ γ, (18)

for all K ∈ Th , and some positive constants α1, α2, β, γ independent of h.
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This hypothesis is verified by the usual stabilization coefficients and, in particular, by those
given by Chacón [18] or Codina [29] (these latter are used in numerical simulations). This
assumption holds even in the convection-dominated regime.

Hypothesis 4.3 The operator �h is locally stable in L2-norm, i.e. there exists a positive
constant C such that:

‖�h(v)‖L2(K ) ≤ C ‖v‖L2(wK ), ∀v ∈ L2(�)d+2, (19)

where wK is the union of all elements of Th that intersect K .
We also assume that:

lim
h→0

‖(I − �h)ϕ‖L2 = 0, ∀ ϕ ∈ L2(�)d+2. (20)

This hypothesis is verified by the Scott–Zhang-like interpolation operator used in numerical
tests (Cf. [19]). Note that, as a consequence of (18) and (19), there exist positive constants
C1, C2, C3 such that:

∥
∥�∗

h,1(v)
∥
∥

τ1
≤ C1 h ‖v‖L2 , ∀v ∈ L2(�)d . (21)

∥
∥�∗

h,2(z)
∥
∥

τ2
≤ C2 h ‖z‖L2 , ∀z ∈ L2(�). (22)

∥
∥�∗

h,3(q)
∥
∥

τ3
≤ C3 ‖q‖L2 , ∀q ∈ L2(�). (23)

We also need the following discrete version of the Gronwall’s lemma:

Lemma 4.4 ([25], Lemma 10.4) Let {αn}Nn=0, {βn}Nn=0 be two finite sequences of non-
negative real numbers such that:

(1 − Cn �t)αn+1 ≤ (1 + Dn �t)αn + βn, for n = 0, 1, . . . N − 1,

for two finite sequences of non-negative real numbers {Cn}Nn=0, {Dn}Nn=0. Assume that �t ≤
1/(2 max{C0, . . .CN−1}). Then:

max
0≤n≤N

αn ≤ e2�t SN

(

α0 + 2
N−1∑

k=0

βk

)

, (24)

where SN =
∑N−1

n=0
(Cn + Dn).

Also, we state a specific discrete inf–sup condition that enables to prove the stability of
the pressure (Cf. [20], Theorem 2.3). To do that, we decompose � into a finite union of
macroelements:

� =
R⋃

i=1

Oi ,

such that each Oi is the support of the piecewise affine basis function associated to the node
i . This decomposition is possible if no element of Th has all its nodes on �. Also, define the
FE spaces:

V l
h(Oi ) = {vh ∈ C0(Oi ) such that vh |K ∈ Pl(K ), ∀K ∈ Th such that K ⊂ Oi

}
,

Uh(Oi ) = (V l
h(Oi ) ∩ H1

0 (Oi ))
d .
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Lemma 4.5 Assume that Hypothesis 4.2 holds. Then, the following inf–sup condition is
satisfied:

∀ qh ∈ Mh, C ‖qh‖L2 ≤ sup
vh∈Uh

(∇ · vh, qh)

‖∇(vh)‖L2
+ ‖�∗

h,1(∇qh)‖τ1

+
⎛

⎝
R∑

i=1

(

sup
vh∈Uh(Oi )

(∇ · vh, qh)Oi

‖∇(vh)‖L2(Oi )

)2
⎞

⎠

1/2

,

(25)

for some positive constant C independent of h.

In the inf–sup condition (25), the first term in the right-hand bounds the large-scales compo-
nents of ∇qh that may be representable in Uh , while the second one bounds the small-scales
components that cannot be represented in Uh . The third one gives some extra control on the
high frequencies of ∇qh possibly caused by the non-uniform regularity of the meshes.

When the family of triangulations is uniformly regular, that is there exists a positive

constant α independent of h such that
hK
h

≥ α,∀K ∈ Th , the above inf–sup condition (25)

reduces to a simpler one (Cf. [20], Theorem 2.6):

∀ qh ∈ Mh, C ‖qh‖L2 ≤ sup
vh∈Uh

(∇ · vh, qh)

‖∇(vh)‖L2
+ ‖�∗

h,1(∇qh)‖τ1 . (26)

Our analysis is based upon a compactness result on Nikolskii spaces stated in Simon [51].
Let B a Banach space. The Nikolskii space of order σ ∈ [0, 1] and exponent p ∈ [0,+∞]
associated with B and a time interval (0,T) is defined as:

Nσ,p(0, T ; B) = { f ∈ L p(0, T ; B) such that ‖ f ‖N̂σ,p < +∞} ,

with:

‖ f ‖N̂σ,p = sup
δ>0

1

δσ
‖�δ f ‖L p(0,T−δ;B),

where �δ f = f (t + δ) − f (t), 0 ≤ t ≤ T − δ. The space Nσ,p(0, T ; B) endowed with the
norm:

‖ f ‖L p(0,T ;B) + ‖ f ‖N̂σ,p ,

is a Banach space. Simon’s theorem is stated as follows.

Lemma 4.6 Let E, F and G be Banach spaces such that E ↪→ F ↪→ G, where the injection
E ↪→ F is compact. Then, the injection:

L p(0, T ; E) ∩ Nσ,p(0, T ;G) ↪→ L p(0, T ; F), with 0 < σ < 1 and 1 ≤ p ≤ +∞,

holds and it is compact.

4.2 Stability Analysis

We define the following discrete functions:

• Uh = (uh, θh) : [0, T ] → Xh is the piecewise linear in time function such thatUh(tn) =
Un

h .
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• mh : [0, T ] → V l−1
h , ch : [0, T ] → Vm−1

h and dh : [0, T ] → V n−1
h are the piecewise

linear in time functions such that:

mh(tn+1) = mn+1
h := �∗

h,1

(
unh · ∇un+1

h + ∇ pn+1
h

)
,

ch(tn+1) = cn+1
h := �∗

h,2

(
unh · ∇θn+1

h

)
,

dh(tn+1) = dn+1
h := �∗

h,3

(
∇ · un+1

h

)
.

• p̃h : [0, T ] → Mh is the piecewise constant in time function that takes the value pn+1
h

on (tn, tn+1).
• Ph : [0, T ] → Mh is the primitive of p̃h :

Ph(t) =
∫ t

0
p̃h(s) ds.

Theorem 4.7 Under hypotheses (16), (18) and (19) there exists a positive constant C such
that if h

√
�t ≤ C

λ
, then the discrete problem (14) admits a unique solution that satisfies the

following estimates:

‖Uh‖L∞(L2) +√μ ‖Uh‖L2(X)

+‖mh‖L2
(
L2

τ1

) + ‖ch‖L2
(
L2

τ2

) + ‖dh‖L2(L2) ≤ C1
(
1 + (

√
λ + hλ)

√
T
)
Dλ,μ (27)

‖Uh‖N1/4,2(L2) ≤ C2 Dλ,μ (28)

‖Ph‖L∞(L2) ≤ C2 Dλ,μ (29)

where μ = min{r, s}, C1 is a positive constant independent of r , s, λ, h and �t , Dλ,μ is the

constant given by Dλ,μ := eλ T
(
‖U0‖L2 + μ−1/2 ‖F‖L2(X ′)

)
and C2 is a positive constant

independent of h and �t .

Proof We proceed by steps. Throughout the proof, we shall denote by C constants that may
vary from a line to another, but which are always independent of h and �t .
Step 1: Existence and uniqueness of solution Problem (14) is equivalent to N square linear
systems of dimension dim(Xh)+dim(Mh). Then, the existence of solution is equivalent to
the uniqueness. To prove the uniqueness, we shall assume that a solution exists and prove the
estimates (27)–(29) of this solution in terms of the data. Then, the difference of two solutions
satisfies the homogenous problem and necessarily this difference should vanish under these
estimates.
Step 2: Velocity and temperature estimates We set V h = Un+1

h and qh = pn+1
h in (14).

Observe that:

2
(
Un+1

h − Un
h,U

n+1
h

)
=
∥
∥
∥Un+1

h

∥
∥
∥
2

L2
− ∥∥Un

h

∥
∥2
L2 +

∥
∥
∥un+1

h − unh

∥
∥
∥
2

L2
+ ‖θn+1

h − θnh ‖2L2 ,

and:

a
(
Un+1

h ,Un+1
h

)
≥ μ ‖Un+1

h ‖2X .

Thus, we obtain:

1

2�t

(∥
∥
∥Un+1

h

∥
∥
∥
2

L2
− ∥∥Un

h

∥
∥2
L2

)

+ μ

∥
∥
∥Un+1

h

∥
∥
∥
2

X
+
∥
∥
∥mn+1

h

∥
∥
∥
2

τ1
+
∥
∥
∥cn+1

h

∥
∥
∥
2

τ2
+
∥
∥
∥dn+1

h

∥
∥
∥
2

τ3

≤
〈
F̄
n+1

,Un+1
h

〉
+ λ

(
θnh , unhd

)− Sbuoh

(
unh;
(
Un+1

h , pn+1
h

)
,
(
Un+1

h , pn+1
h

))
, (30)
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Applying the Cauchy–Schwartz inequality:

〈
F̄
n+1

,Un+1
h

〉
≤ 1

2
μ−1

∥
∥
∥F̄

n+1
∥
∥
∥
2

X ′ + 1

2
μ

∥
∥
∥Un+1

h

∥
∥
∥
2

X
. (31)

Also:
λ
(
θnh , unhd

) ≤ λ
∥
∥Un

h

∥
∥2
L2 . (32)

Moreover, as:

λ
(
�∗

h,1

(
unh · ∇un+1

hd + ∂d p
n+1
h

)
, �∗

h,1

(
θn+1
h

))

τ1
≤ 1

2

∥
∥
∥mn+1

h

∥
∥
∥
2

τ1
+ λ2

2

∥
∥
∥�

∗
h,1

(
θn+1
h

)∥
∥
∥
2

τ1
,

and:

λ
(
�∗

h,2(u
n+1
hd ), �∗

h,2

(
unh · ∇θn+1

h

))

τ2
≤ 1

2

∥
∥
∥cn+1

h

∥
∥
∥
2

τ2
+ λ2

2

∥
∥
∥�

∗
h,2

(
un+1
hd

)∥
∥
∥
2

τ2
,

then, taking in account (21) and (22),

Sbuoh

(
unh;
(
Un+1

h , ph
)

,
(
Un+1

h , ph
))

≤ 1

2

∥
∥
∥mn+1

h

∥
∥
∥
2

τ1
+ 1

2

∥
∥
∥cn+1

h

∥
∥
∥
2

τ2
+C λ2 h2

∥
∥
∥Un+1

h

∥
∥
∥
2

L2
.

(33)
Thus, from (30) and estimates (31)–(33), we obtain:

1

�t

(∥
∥
∥Un+1

h

∥
∥
∥
2

L2
− ∥∥Un

h

∥
∥2
L2

)

+ μ ‖Un+1
h ‖2X +

∥
∥
∥mn+1

h

∥
∥
∥
2

τ1
+
∥
∥
∥cn+1

h

∥
∥
∥
2

τ2
+ 2

∥
∥
∥dn+1

h

∥
∥
∥
2

τ3

≤ μ−1
∥
∥
∥F̄

n+1
∥
∥
∥
2

X ′ + λ
∥
∥Un

h

∥
∥2
L2 + λ̂

∥
∥
∥Un+1

h

∥
∥
∥
2

L2
, for n = 0, 1, . . . N − 1, (34)

with λ̂ = Cλ2 h2.
Now, we apply the discrete Gronwall’s Lemma 4.4 with:

αn = ∥∥Un
h

∥
∥2
L2 , βn = �t μ−1

∥
∥
∥F̄

n+1
∥
∥
∥
2

X ′ , Cn = λ̂ and Dn = λ.

If h
√

�t ≤ 1√
2C λ

then �t ≤ 1

2λ̂
, we deduce:

max
0≤n≤N

∥
∥Un

h

∥
∥
L2 ≤ C Dλ,μ, (35)

due to (16) and
N−1∑

k=0

�t ‖Fk+1‖2X ′ ≤ ‖F‖2L2(X ′).

Summing with respect to n in (34), we obtain:

∥
∥
∥UN

h

∥
∥
∥
2

L2
+ �t

(

μ

N−1∑

k=0

‖Uk+1
h ‖2X +

N−1∑

k=0

∥
∥
∥mk+1

h

∥
∥
∥
2

τ1
+

N−1∑

k=0

∥
∥
∥ck+1

h

∥
∥
∥
2

τ2
+ 2

N−1∑

k=0

∥
∥
∥dk+1

h

∥
∥
∥
2

τ3

)

≤ ∥
∥U0

h

∥
∥2
L2 + μ−1

N−1∑

k=0

�t ‖Fk+1‖2X ′ + λ�t
N−1∑

k=0

∥
∥
∥Uk

h

∥
∥
∥
2

L2
+ λ̂ �t

N−1∑

k=0

∥
∥
∥Uk+1

h

∥
∥
∥
2

L2

≤ C
(
e−λT + λ T + λ̂ T

)
D2

λ,μ ≤ C
(
1 + λ T + λ2 h2 T

)
D2

λ,μ, (36)
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taking into account (35). Note that:

‖Uh‖L∞(L2) = max
0≤n≤N

∥
∥Un

h

∥
∥
L2 , ‖Uh‖2L2(X)

≤
N−1∑

k=0

�t ‖Uk+1
h ‖2X ,

and also:

‖mh‖2L2(L2
τ1

)
≤ C

N−1∑

k=0

�t
∥
∥
∥mk+1

h

∥
∥
∥
2

τ1
, ‖ch‖2L2(L2

τ2
)
≤ C

N−1∑

k=0

�t
∥
∥
∥ck+1

h

∥
∥
∥
2

τ2
,

‖dh‖2L2(L2)
≤ C

N−1∑

k=0

�t
∥
∥
∥dk+1

h

∥
∥
∥
2

τ3
.

So, (27) follows from (35) and (36).
Step 3: Time primitive of the pressure estimate We define the following discrete functions:

• Ũh = (ũh, θ̃h) : [0, T ] → Xh is the piecewise constant in time function that takes the
value Un+1

h = (un+1
h , θn+1

h ) on (tn, tn+1).

• Ũ
−
h = (ũ−

h , θ̃−
h ) : [0, T ] → Xh is the piecewise constant in time function that takes the

value Un
h = (unh, θ

n
h ) on (tn, tn+1).

• m̃h : [0, T ] → V l−1
h , c̃h : [0, T ] → Vm−1

h and d̃h : [0, T ] → V n−1
h are the piecewise

constant in time functions that take the values mn+1
h , cn+1

h and dn+1
h , respectively, on

(tn, tn+1).
• F̃h : [0, T ] → X ′ is the piecewise constant in time function with values on X ′ that takes

the value F̄
n+1

in (tn, tn+1).

With this notation, method (14) can be written as:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(∂tUh(t), V h) + b(ũ−
h (t); Ũh(t), V h)

+a(Ũh(t), V h) + c(Ũ
−
h (t), V h) − ( p̃h(t),∇ · vh) + (∇ · ũh(t), qh)

+Sh(ũ
−
h (t); (Ũh(t), p̃h(t)), (V h, qh)) = 〈F̃h(t), V h〉,

a.e. in [0, T ], ∀ (V h, qh) ∈ Xh × Mh .

(37)

For brevity, we have reduced the proof to the simpler case of uniformly regular meshes and
used the inf–sup condition (26) for Ph(t) ∈ Mh . Setting V h = Ṽ h := (vh, 0) ∈ Xh and
qh = 0 in (37), and integrating in (0, t), for t ∈ [0, T ], we have:

(Ph(t),∇ · vh) = (Uh(t) − U0h, Ṽ h) −
∫ t

0
〈Fh(s), Ṽ h〉 ds, (38)

where Fh(s) ∈ X ′
h is defined a.e. in (0, T ) by:

〈Fh(s), Ṽ h〉 = 〈Ah(s), Ṽ h〉 − Sh(ũ
−
h (s); (Ũh(s), p̃h(s)), (Ṽ h, 0)), ∀ Ṽ h ∈ Xh,

with Ah(s) ∈ X ′ such that:

〈Ah(s), V 〉 = 〈F̃h(s), V 〉 − b(ũ−
h (s); Ũh(s), V ) − a(Ũh(s), V ) − c(Ũ

−
h (s), V ),

for any V ∈ X . Thanks to the continuity of the forms b, a and c:

‖Ah(s)‖X ′ ≤ C
(

‖F̃h(s)‖X ′ +
(∥
∥ũ−

h (s)
∥
∥
H1
0
+ μ̄

) ∥
∥Ũh(s)

∥
∥
X + λ ‖θ̃−

h (s)‖L2

)
, (39)

where μ̄ = max{r, s}.
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Now, we are going to estimate each of the terms in Sh(ũ
−
h (s); (Ũh(s), p̃h(s)), (Ṽ h, 0)).

Firstly, observe that:
∥
∥�∗

h,1(ũ
−
h (s) · ∇vh)

∥
∥

τ1
≤ C

√
h
∥
∥ũ−

h (s)
∥
∥
H1
0

‖∇vh‖L2 . (40)

In fact,
∥
∥�∗

h,1

(
ũ−
h (s) · ∇vh

)∥
∥2

τ1
≤ C

∑

K∈Th

h2K
∥
∥ũ−

h (s) · ∇vh
∥
∥2
L2(wK )

≤ C
∑

K∈Th

h2K ‖ũ−
h (s)‖2L6(wK )

‖∇vh‖2L3(wK )
≤ C

∥
∥ũ−

h (s)
∥
∥2
H1
0

∑

K∈Th

h
2− d

3
K ‖∇vh‖2L2(wK )

≤ C
∥
∥ũ−

h (s)
∥
∥2
H1
0
h ‖∇vh‖2L2 ,

where we have used (18), (19), the Young’s inequality, the Sobolev embeddings and the local
inverse inequality between W 1,3(K ) and H1(K ) (Cf. [12], Proposition 5.1).

Then, using (40):

Smom
h ≤ ‖m̃h(s)‖τ1

∥
∥�∗

h,1(ũ
−
h (s) · ∇vh)

∥
∥

τ1
≤ C

√
h ‖m̃h(s)‖τ1

∥
∥ũ−

h (s)
∥
∥
H1
0

‖∇vh‖L2 .

(41)
Also:

Sdivh ≤
∥
∥
∥d̃h(s)

∥
∥
∥

τ3

∥
∥�∗

h,3(∇ · vh)
∥
∥

τ3
≤ C

∥
∥
∥d̃h(s)

∥
∥
∥

τ3
‖∇vh‖L2 , (42)

using (23). Furthermore:

(
�∗

h,1(ũ
−
h (s) · ∇vhd), �∗

h,1(θ̃h(s))
)

τ1
≤
∥
∥
∥�∗

h,1(ũ
−
h (s) · ∇vh)

∥
∥
∥

τ1

∥
∥
∥�∗

h,1(θ̃h(s))
∥
∥
∥

τ1≤ C h3/2 ‖θ̃h(s)‖L2

∥
∥ũ−

h (s)
∥
∥
H1
0

‖∇vh‖L2 ,
(43)

and: (
�∗

h,2(vhd), �∗
h,2(ũ

−
h (s) · ∇ θ̃h(s))

)

τ2
≤
∥
∥
∥�∗

h,2(vhd)

∥
∥
∥

τ2
‖c̃h(s)‖τ2

≤ C h ‖c̃h(s)‖τ2 ‖∇vh‖L2 ,
(44)

using (22) and Korn’s inequality. Thus, the estimate (39) and the estimates (41)–(44) yield:

‖Fh(s)‖X ′
h

≤ C
(

‖F̃h(s)‖X ′
h
+ (
∥
∥ũ−

h (s)
∥
∥
H1
0
+ μ̄)

∥
∥Ũh(s)

∥
∥
X + λ ‖θ̃−

h (s)‖L2

+( ‖m̃h(s)‖τ1 + λ ‖θ̃h(s)‖L2
) ∥
∥ũ−

h (s)
∥
∥
H1
0
+ λ ‖c̃h(s)‖τ2 +

∥
∥
∥d̃h(s)

∥
∥
∥

τ3

)
.

Due to estimate (27), this implies that Fh ∈ L1(X ′
h) and:

‖Fh‖L1(X ′
h)

≤ C. (45)

From (38):

(Ph(t),∇ · vh) ≤ C
(
‖Uh‖L∞(L2) + ‖U0h‖L2 + ‖Fh‖L1(X ′

h)

)
‖∇vh‖L2

≤ C ‖∇vh‖L2 ,
(46)

where we have used that
∥
∥Ṽ h

∥
∥
X = ‖∇vh‖L2 , and estimates (27) and (45).

Moreover, as �h,1 is linear:

�∗
h,1(∇Ph(t)) =

∫ t

0
�∗

h,1(∇ p̃h(s)) ds =
∫ t

0
m̃h(s) ds −

∫ t

0
�∗

h,1(ũ
−
h (s) · ∇ ũh(s)) ds.
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Then:
∥
∥
∥�∗

h,1(∇Ph(t))
∥
∥
∥

τ1
≤
∫ t

0
‖m̃h(s)‖τ1 ds +

∫ t

0

∥
∥�∗

h,1(ũ
−
h (s) · ∇ ũh(s))

∥
∥

τ1
ds

≤ C
(
‖m̃h‖L1(L2

τ1
) + ‖ũ−

h ‖2
L2(H1)

+ ‖ũh‖2L2(H1)

)
,

using (40) and Young’s inequality. Now, taking into account again (27), we deduce that:
∥
∥�∗

h,1(∇Ph(t))
∥
∥

τ1
≤ C. (47)

From (26) and estimates (46) and (47), the pressure estimate (29) follows.
Step 4: Velocity and temperature time increment estimates Setting qh = p̃h(t) in (37) and
integrating in (t, t + δ) for t ∈ [0, T − δ] yields:

(�δUh(t), V h) =
∫ t+δ

t
〈Gh(s), V h〉, ds, ∀ V h ∈ Xh, (48)

where �δUh(t) = Uh(t + δ) − Uh(t) and Gh(s) ∈ X ′
h is defined a.e. in (0, T ) by:

〈Gh(s), V h〉 = 〈Ah(s), V h〉 − Sh(ũ
−
h (s); (Ũh(s), p̃h(s)), (V h, p̃h(s))), ∀ V h ∈ Xh .

We have to estimate each of the terms in Sh(ũ
−
h (s); (Ũh(s), p̃h(s)), (V h, p̃h(s))). To do it,

observe that:
∥
∥�∗

h,1(ũ
−
h (s) · ∇vh + ∇ p̃h(s)

∥
∥

τ1
≤ ‖m̃h(s)‖τ1 + ∥∥�∗

h,1(ũ
−
h (s) · ∇(vh − ũh(s)))

∥
∥

τ1

The last term can be bounded as in (40), so using again (27):
∥
∥�∗

h,1(ũ
−
h (s) · ∇vh + ∇ p̃h(s)

∥
∥

τ1
≤ C ‖V h‖X . (49)

Then, following a similar argument to that in Step 2, we obtain: Gh ∈ L1(X ′
h) and:

‖Gh‖L1(X ′
h)

≤ C. (50)

Now, taking V h = �δUh(t) in (48) and integrating in (0, T − δ) we have:
∫ T−δ

0
‖�δUh(t)‖2L2 dt =

∫ T−δ

0

∫ t+δ

t
〈Gh(s), �δUh(t)〉 ds dt

=
∫ T

0

∫ s

s−δ

〈Gh(s), �̂δUh(t)〉 dt ds,

where in the last equality we have applied Fubini’s theorem, denoting by v̂ the extension by
zero of a function v outside [0, T − δ]. Then:

∫ T−δ

0
‖�δUh(t)‖2L2 dt ≤

∫ T

0

(
‖Gh(s)‖X ′

h

∫ s

s−δ

‖�δUh(t)‖X dt
)
ds

≤
∫ T

0

(
‖Gh(s)‖X ′

h
δ1/2

( ∫ s

s−δ

‖�δUh(t)‖2X
)1/2

dt
)
ds

≤ δ1/2 ‖Gh‖L1(X ′
h)

‖�δUh‖L2(X) ≤ δ1/2 ‖Gh‖L1(X ′
h)

‖Uh‖L2(X) ≤ C δ1/2,

taking into account estimates (50) and (27). Consequently, estimate (28) follows. ��
For the discrete problem (15) we obtain a result similar to the previous one, but we need

to assume a restriction on the time step.
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Theorem 4.8 Assume that (16), (18), (19) hold and also that �t ≤ 1
4λ . Then, there exists a

positive constant C such that if h ≤ C√
λ
, the discrete problem (15) admits a unique solution

that satisfies the estimates (27)–(29).

Proof We proceed as in proof of Theorem 4.7 to obtain estimate (34), but now with λ̂ =
λ (1+C λ h2). If h ≤ 1√

Cλ
, then�t ≤ 1

2λ̂
and we can apply the discrete Gronwall’s lemma

4.4 with:

αn = ∥∥Un
h

∥
∥2
L2 , βn = �t μ−1 ‖F̄n+1‖2X ′ , Cn = λ̂ and Dn = 0.

From here, we again deduce (35) and the rest of the proof remains the same. ��

Remark 4.9 The stability requirements for the discretization parameters are due to the inter-
action between temperature and velocity, in both macro and micro scales, that is produced by
buoyancy effects. The implicit discretization of the macro-scales buoyancy term in method
(15) allows independent restrictions for the mesh size and the time step (Theorem 4.8). How-
ever a fully implicit discretization would not improve these restrictions because an implicit
discretization of convective terms also leads to the estimate (34).

4.3 Convergence Analysis

The convergence of methods (14) and (15) reads as follows.

Theorem 4.10 Assume that Hypotheses 4.1–4.3 hold. Then, the sequence {Uh, Ph}h>0

contains a sub-sequence {Uh′ , Ph′ }h′>0 that is weakly convergent in L2(0, T ; X) ×
L2(0, T ; L2(�)) to a weak solution (U, P) of problem (2). Moreover, {Uh′ }h′>0 strongly
converges to U in L2(0, T ; Hs(�)d+1), for 0 ≤ s < 1, and weakly−∗ converges in
L∞(0, T ; L2(�)d+1), and {Ph′ }h′>0 weakly−∗ converges to P in L∞(0, T ; L2(�)).

Proof We proceed by steps.
Step 1: Extraction of convergent subsequences From the estimates (27) and (28), the
sequence {Uh}h>0 is uniformly bounded in L∞(0, T ; L2(�)d+1), in L2(0, T ; X) and in
N 1/4,2(0, T ; L2(�)d+1). Application of Lemma 4.6 with E = X , F = Hs(�)d+1, for
0 ≤ s < 1, and G = L2(�)d+1 ensures its compactness in L2(0, T ; Hs(�)d+1), for
0 ≤ s < 1. Then, the sequence {Uh = (uh, θh)}h>0 contains a sub-sequence (that we denote
in the same way) strongly convergent in L2(0, T ; Hs(�)d+1), for 0 ≤ s < 1, weakly in
L2(0, T ; X) and weakly−∗ in L∞(0, T ; L2(�)d+1) to some U = (u, θ). Moreover, Ph is
uniformly bounded in L∞(0, T ; L2(�)), so {Ph}h>0 contains a sub-sequence (that we denote
in the same way) weakly−∗ convergent in this space to some P . We give in the sequel a
sketch of the proof showing that (U, P) is a weak solution of (2), with P a time primitive of
the physical pressure p, namely p = ∂t P .

Also, note that by (27) the sequence {Ũh}h>0 is uniformlybounded in L∞(0, T ; L2(�)d+1)

and L2(0, T ; X). Then, it contains a sub-sequence (that we denote in the same way)
weakly convergent in L2(0, T ; X) and weakly−∗ convergent in L∞(0, T ; L2(�)d+1) to
some Ũ . In fact, Ũ = U since it can be proved that {Ũh}h>0 also strongly converges in
L2(0, T ; L2(�)d+1) to U (Cf. [25], Theorem 10.2). Similarly, {Ũ−

h }h>0 strongly converges
in L2(0, T ; L2(�)d+1) to U .
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Step 2: Pass to the limit We reformulate problem (37) as:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
∫ T

0
(Uh(t), V h) ϕ′(t) dt − 〈Uh0, V h〉ϕ(0) +

∫ T

0
b(ũ−

h (t); Ũh(t), V h) ϕ(t) dt

+
∫ T

0
a(Ũh(t), V h) ϕ(t) dt +

∫ T

0
c(Ũ

−
h (t), V h) ϕ(t) dt

+
∫ T

0
(Ph(t), ∇ · vh) ϕ′(t) dt +

∫ T

0
(∇ · ũh, qh) ϕ(t) dt

+
∫ T

0
Sh(ũ

−
h (t); (Ũh(t), p̃h(t)), (V h, qh)) ϕ(t) dt =

∫ T

0
〈F̃h(t), V h〉ϕ(t) dt,

∀ V h ∈ Xh, ∀ qh ∈ Mh, ∀ ϕ ∈ D([0, T ]) such that ϕ(T ) = 0.

(51)

We consider the space

D(�, �D) = {ϕ ∈ D(�) such that ϕ = 0 in a neighborhood of �D}
which is dense in H1

D(�) (Cf. [11]) Let V = (v, z) be a function in X∩[D(�)d ×D(�, �D)]
and consider V h = (vh, zh) some interpolate of V in Xh that strongly converges to V in X .
Also, we consider a function q ∈ M ∩ D(�) and some interpolate qh ∈ Mh that strongly
converges to q in M . The stability results previously obtained allow to pass to the limit in
the Galerkin terms by rather standard arguments (see [25], Sect 10.4). Also, the stabilization
terms Smom

h and Sdivh vanish in the limit following the convergence analysis performed in
[21,22]. Thus, here we just detail the pass to the limit in the terms involving temperature.
Buoyancy term As {θ̃−

h }h>0 strongly converges to θ in L2(0, T ; L2(�)):

lim
(h,�t)→0

∫ T

0
(θ̃−

h (t), vhd) ϕ(t) dt =
∫ T

0
(θ(t), vd) ϕ(t) dt. (52)

Temperature convection stabilization term This term can be treated in the same way that the
velocity convection term (see [21,22]). That is:

‖�∗
h,2(ũ

−
h · ∇zh)‖L2(L2)

≤ C
(
‖ũ−

h ‖L2(L2) ‖∇(zh − z)‖L∞ + ‖ũ−
h − u‖L2(L2) ‖∇z‖L∞ + ‖(I − �h,2)(u · ∇z)‖L2(L2)

)
.

Thus:
lim

(h,�t)→0
‖�∗

h,2(ũ
−
h · ∇zh)‖L2(L2) = 0. (53)

As:
∫ T

0
Sconv
h (t) ϕ(t) dt ≤ C h ‖ϕ‖L∞(0,T ) ‖c̃h‖L2(L2

τ2
) ‖�∗

h,2(ũ
−
h · ∇zh)‖L2(L2),

using (27) and (53), we obtain:

lim
(h,�t)→0

∫ T

0
Sconv
h (t) ϕ(t) dt = 0.

Buoyancy stabilization term. As:
∫ T

0
Sbuoh (t) ϕ(t) dt

≤ C h λ ‖ϕ‖L∞(0,T )

(
‖�∗

h,1(ũ
−
h · ∇vhd + ∂dqh)‖L2(L2) h ‖θ̃h‖L2(L2) + ‖vhd‖L2 ‖c̃h‖L2(L2

τ2
)

)
,
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taking into account (27) and the fact that Smom
h vanishes in the limit (see [21,22]), we deduce:

lim
(h,�t)→0

∫ T

0
Sbuoh (t) ϕ(t) dt = 0.

This conclude the proof of convergence for method (14). For method (15) the proof is
the same, changing in (51) the buoyance term c(Ũ

−
h (t), V h) by c(Ũh(t), V h) and taking in

account that (52) also holds for θ̃h . ��
Remark 4.11 The previous analysis allows to prove optimal convergence order for methods
(14) and (15). Assuming an augmented regularity for the data and the solution of problem
(2):

F ∈ C0(0, T ; X ′), ∂t F ∈ L2(0, T ; X ′), U0 ∈ Hs(�)d+1,

U ∈ C0(0, T ; Hs+1(�)d+1), ∂t tU ∈ L2(0, T ; L2(�)d+1),

P ∈ C0(0, T ; Hs(�)) ∩ C1(0, T ; L2(�));
and assuming also that the discretization parameters h and �t are small enough, then the
following error estimate for a solution {Uh, ph}h>0 of (14) or (15) holds:

‖U − Uh‖l∞(L2) +√μ ‖U − Uh‖l2(X) + ‖P − Ph‖l∞(L2) ≤ C (hs + �t), (54)

with C a positive constant independent of h and �t and 2 ≤ s ≤ l, where l = m = n is the
order of FE spaces (6). We are using the notation:

‖U − Uh‖l∞(L2) = max
n=1,...N

∥
∥U(·, tn) − Un

h

∥
∥
L2

‖U − Uh‖l2(X) =
(

N∑

n=1

�t ‖U(·, tn) − Un
h‖X
)1/2

.

Thus, taking s = l in (54), we deduce that for smooth flows the convergence of proposed
methods is optimal with respect to the order of polynomial interpolation.

This error estimate is proved from the results obtained in [1] for a LPS discretization of
the Navier–Stokes equations, using the techniques introduced therein to treat the buoyancy
terms. We do not include the proof here for brevity.

5 Numerical Tests

In this section, we present some numerical tests to validate the performance of the proposed
method solving natural convection problems. We consider the classical two-dimensional
problem of a flow in a square cavity with differentially heated vertical walls and we compare
our results with benchmark solutions in the literature.

More concretely, we solve problem (1) in the domain � = (0, 1)2 with data f = 0,
Q = 0, Prandtl number Pr = 0.71 (air) and Rayleigh number in the range [103, 107]. The
equations depend on the initial conditions:

u0(x) = 1, θ0(x) = 1 in �.

To generate the buoyancy-driven air flow, the vertical left and right walls of the domain are
maintained at different temperatures and the horizontal walls are adiabatic, namely there is
no heat transfer through these walls. We impose the following boundary conditions for t > 0:
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u = 0 on �,

θ = 1 for x = 0, 0 ≤ y ≤ 1,
θ = 0 for x = 1, 0 ≤ y ≤ 1,

∂θ

∂y
= 0 for y = 0, 1, 0 ≤ x ≤ 1.

We have numerically solved this problem with method (15). We choose as stabilization
operator a Scott–Zhang-like interpolation operator, because of its efficiency and easy imple-
mentation.Alsoweuse P2FE for velocity, pressure, and temperature in space, and integrating
in time until obtaining a steady solution. We have used uniform meshes with h = √

2 · 0.02
for Ra = 103 and Ra = 104, and h = √

2 · 0.0125 for higher Ra values (Ra ≥ 105). All
computations have been performed with the FreeFem++ software (Cf. [35]). Note that to
reach a stable steady state with model (15) for the highest Rayleigh numbers, a rather small
time step has to be used, as suggested by Theorem 4.8. A time step �t = 6.25 · 10−5 has
been used for instance to compute the discrete solution at Ra = 107.

Contours lines for final horizontal and vertical velocities, final temperature and pressure
for different Rayleigh numbers are plotted in Figs. 1, 2, 3, 4 and 5. We can see that for lower
Rayleigh numbers, Figs. 1 and 2, there is a dominant recirculating motion in the core of the
region. Two eddies for horizontal and vertical velocities can be observed. For higher Rayleigh
numbers, Figs. 3, 4 and 5, these eddies are stretched to top left and bottom right corners
for horizontal velocity, and similarly become closer to the hot and cold walls for vertical
velocity. Isotherms also reveal the different regimes of the flow respect to Rayleigh number.
At the lowest Rayleigh numbers, the temperature is almost linear with vertical contours
and the heat transfer is primarily in form of conduction. However, as the Rayleigh number
increases, temperature convection becomes prominent. The isotherms gradually transforms

Fig. 1 Contours lines for horizontal and vertical velocity, temperature and pressure for Ra = 103
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Fig. 2 Contours lines for horizontal and vertical velocity, temperature and pressure for Ra = 104

Fig. 3 Contours lines for horizontal and vertical velocity, temperature and pressure for Ra = 105
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Fig. 4 Contours lines for horizontal and vertical velocity, temperature and pressure for Ra = 106

Fig. 5 Contours lines for horizontal and vertical velocity, temperature and pressure for Ra = 107
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Table 1 Comparison of average
Nusselt number

Ra Cf. [31] Cf. [43] Cf. [42] Cf. [53] Cf. [10] LPS

103 1.118 1.117 1.074 1.117 1.112 1.118

104 2.243 2.243 2.084 2.254 2.198 2.245

105 4.519 4.521 4.300 4.598 4.465 4.524

106 8.800 8.806 8.743 8.976 8.783 8.852

107 – 16.400 13.99 16.656 16.46 16.789

into horizontal except for the immediate neighborhood of the hot and cold walls, where
remain parallel to the isothermal vertical walls. For Ra ≥ 105, the warmer air is transported
to the coldwall and a boundary layer near the vertical walls growths. This qualitative behavior
of the solution agrees with the benchmark solution given in [31].

To validate the solution also from the quantitative point of view, we measure the heat rate
convected from the wall to the fluid. To do so, we consider the local heat flux in the horizontal
direction given by the Nusselt number:

Nu := u θ − ∂θ

∂x
,

where u is the horizontal component of the velocity, and we compute the average Nusselt
number in the whole cavity:

Nu =
∫ 1

0

∫ 1

0
Nu(x, y) dy dx .

Table1 shows the average Nusselt numbers computed for different Rayleigh numbers. In
this table, we can compare the results obtained from our solution (LPS) together with those
obtained in other research works and this enables to conclude that the results are very similar.
We remark that these results are obtained with a relatively coarse uniform grid at the highest
Rayleigh numbers, which is for instance more than two times coarser the one used in [10]
that is in addition refined near the vertical walls.

6 Conclusions

In the present work, a local projection stabilization (LPS)method for numerical discretization
of the Boussinesq–Navier–Stokes equations as a model for natural convection is introduced.
The method is derived form the variational multi-scale (VMS) formalism, by retaining, in
addition to the dissipative interactions, the crossed interactions between resolved and sub-
scales of momentum and temperature, to model the buoyancy interactions between these
scales.

We have proved the well possedness of the new method in L∞(L2) ∩ L2(H1). The new
crossed termsmodeling sub-grid to velocity–temperature interactions are controlled bymeans
of the L2 estimates of velocity and temperature, so as the estimates of the dissipative stabi-
lization terms. The obtained stability estimates allow to pass to the weak limit in the evolution
problem.

We present numerical tests for the 2D motion of a fluid in a square cavity whose vertical
walls aremaintained at different temperatures on relatively coarse grids. Numerical results by
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comparison with reference solutions show the ability of the proposed method for accurately
simulating high Rayleigh number flows with relatively coarse grids.

In the authors opinion, the work performed in this paper confirms on one hand the ability
of the LPSmethod by interpolation to solve fluid flowswith relatively low computational cost
and high accuracy. On another hand, the numerical analysis performed to handle the terms
modeling the interactions between resolved scales and sub-scales of velocity and temperature
could open new doors for the analysis (not available in the current literature) of fully residual-
based VMS turbulencemodels, where cross terms coupling all the residual appear. This study
is today in progress.
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