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 Abstract

Spiking neural P systems (SN P systems) are a new class of 
computing models inspired by the neurophysiological be-havior of 
biological spiking neurons. In order to make SN P sys-tems 
capable of representing and processing fuzzy and uncertain 
knowledge, we propose a new class of spiking neural P systems in 
this paper called weighted fuzzy spiking neural P systems (WFSN 
P systems). New elements, including fuzzy truth value, certain 
factor, weighted fuzzy logic, output weight, threshold, new firing 
rule, and two types of neurons, are added to the original definition 
of SN P systems. This allows WFSN P systems to adequately 
characterize the features of weighted fuzzy production rules in a 
fuzzy rule-based system. Furthermore, a weighted fuzzy 
backward reasoning algorithm, based on WFSN P systems, is 
developed, which can ac-complish dynamic fuzzy reasoning of a 
rule-based system more flexibly and intelligently. In addition, we 
compare the proposed WFSN P systems with other knowledge 
representation methods, such as fuzzy production rule, conceptual 
graph, and Petri nets, to demonstrate the features and advantages 
of the proposed tech-niques.

              Index Terms

Spiking neural P systems (SN P systems), weighted 
fuzzy production rules, weighted fuzzy reasoning, weighted 
fuzzy spiking neural P systems (WFSN P systems).

I. INTRODUCTION

N ATURAL Computing is a novel field of computer sci-
ence research that uses computational paradigms 
inspired

from various well-known natural phenomena in physics, chem-
istry, and biology. There are several fields in Natural Com-
puting that are now well established, such as genetic algo-
rithms [1], [2], artificial neural networks [3]–[6], particle 
swarm
optimization [7]–[11], DNA-based molecular computing [12].
Membrane computing, which is part of molecular computing,

was introduced in [13] under the assumption that the processes
taking place in the compartmental structure of a living cell can
be interpreted as computations. Since then, a large number of
variants have been considered, and the devices of the models
are generally called P systems [14].

A new class of distributed and parallel computing devices,
spiking neural P systems (SN P systems), presented in [15], was
inspired by the neurophysiological behavior of neurons sending
electrical impulses (spikes) along axons to other neurons. An
SN P system can be viewed as a set of neurons placed in the
nodes of a directed graph whose arcs represent the synaptic con-
nections among the neurons, and each neuron contains a number
of copies of single object type as well as a lot of firing/spiking
and forgetting rules. The rules in each neuron are used in a
sequential manner, but neurons function with each other in par-
allel. More recently, a large number of variants of SN P systems
have been developed (see, [16]–[23] and the references therein).
In addition to distributed and parallel computing abilities, SN
P systems inherently feature: 1) high understandability (due to
their directed graph structure); 2) dynamic behavior (it seems to
be suitable to model dynamic behaviors of a system on the basis
of neuron’s firing/spiking mechanisms); 3) synchronization (it
seems to be suitable to describe concurrent events or activities);
4) nonlinearity (it is capable of dealing with nonlinear problem);
and 5) nondeterministic. No doubt, these features will be attrac-
tive to a lot of real-world problems, such as process control,
expert systems, fault diagnosing, investment advising systems,
and even the new intelligent wireless sensor networks.

However, many successful applications have determined that
there is a great deal of fuzzy and uncertain information in the
aforementioned real-world areas and our computing models are
often required to be capable of dealing with fuzzy and uncertain
knowledge. It is well known that fuzzy knowledge retrieved by
human experts or extracted by fuzzy neural networks (FNNs) is
usually represented by fuzzy production rules [24]–[27]. Nev-
ertheless, fuzzy production rules are not straightforward and
their fuzzy reasoning is usually a complicated process. For this
reason, some knowledge representation methods were devel-
oped, such as conceptual graph [28], semantic networks [29],
and fuzzy Petri nets [30]–[33]. Meanwhile, weighted fuzzy pro-
duction rules and weighted fuzzy logics were developed in
order to process fuzziness and uncertainty in the knowledge
base [34]–[39].

As stated previously, some significant features possessed by
SN P systems are attractive to real-world applications. Unfortu-
nately, existing SN P systems and their variants lack the ability
to process fuzzy and uncertain knowledge so far. The main mo-
tivation behind our study is to build a bridge between SN P
systems and various real-world problems such that the SN P
systems can serve as a new model in real-world problems. For
this reason, we will extend SN P systems so that they are capable



of dealing with fuzzy and uncertain information and represent-
ing weighted fuzzy production rules. In this paper, we propose
weighted fuzzy spiking neural P systems (WFSN P systems)
by incorporating some new elements into the original defini-
tion of SN P systems, including a new type of neuron, fuzzy
truth value, certain factor, weighted fuzzy logic, output weight,
threshold, and new firing/spiking rules. WFSN P systems are
especially suitable from expressing weighted fuzzy production
rules in graphical form. In addition, a fuzzy backward reason-
ing algorithm, based on the WFSN P systems, is developed. The
main advantages offered by the proposed WFSN P systems can
be summarized as follows.

1) Because of the graphical nature of WFSN P systems, the
structure of weighted fuzzy production rules in a fuzzy
knowledge base can be easily modeled and visualized,
and the model is relatively simple and legible.

2) The dynamic firing mechanism of neurons in WFSN P sys-
tems are capable of carrying out dynamic fuzzy reasoning
process more intelligently.

3) Based on the parallel computing mechanism of WFSN P
systems, the proposed reasoning algorithm is an efficient
reasoning algorithm with parallel reasoning ability.

The rest of this paper is organized as follows. In Section II,
we provide the original definition of SN P systems, and propose
WFSN P systems and simplified versions. In Section III, we
perform weighted fuzzy knowledge representation based on the
WFSN P systems. A fuzzy backward reasoning algorithm based
on WFSN P systems for a rule-based system is presented in
Section IV. In Section V, we compare WFSN P systems with
other knowledge representation methods to show the advantages
of our results. Finally, Section VI gives the conclusions.

II. WEIGHTED FUZZY SPIKING NEURAL P SYSTEMS

A. Spiking Neural P Systems

In this section, we briefly review SN P systems in standard
form and in a computing version (i.e., able to take an input
and provide an output). (A more detailed description of SN P
systems can be found in [16]–[22]).

Definition 1: A computing SN P system of degree m ≥ 1 is a
construct of the form

Π = (O, σ1 , . . . , σm , syn, in, out)

where
1) O = {a} singleton alphabet (the object a is called spike);
2) σ1 , . . . , σm neurons, of the form σi = (ni, ri) with 1 ≤

i ≤ m, where:
a) ni ≥ 0 initial number of spikes contained in neuron

σi ;
b) ri finite set of rules of the following two forms:

1) E/ac → a; d, where E is a regular expression
over a, and c, d ≥ 0 are natural numbers;

2) as → λ, where s ≥ 1 is a natural number, with
restriction that for each rule E/ac → a; d of
type (i) from ri , we have as �∈ L(E);

3) syn ⊆ {σ1 , σ2 , . . . , σm} × {σ1 , σ2 , . . . , σm} with i �= j
for all (σi, σj ) ∈ syn, 1 ≤ i, j ≤ m (synapses between
neurons);

4) in, out ∈ {σ1 , σ2 , . . . , σm} input and output neurons,
respectively.

In the aforementioned definition, the rule of type (1) is called
the firing/spiking rule, and that of type (2) is called the
forgetting rule. The firing mechanism of neurons in SN P
systems can be described as follows. If a neuron σi contains k
spikes, ak ∈ L(E) and k ≥ c, the firing/spiking rule E/ac →
a; d ∈ ri in neuron σi is enabled and can be applied. This means
that c spikes are consumed, k − c spikes remain in the neuron,
the neuron fires, and then it produces a spike after d time units.
If d = 0, the spike is emitted immediately. In the case d ≥ 1, if
the rule is used at step t, the neuron is “closed” and “blocked”
at steps t, t + 1, . . . , t + d − 1, and it cannot receive new spikes
from other neurons. At step (t + d), the neuron emits a spike
and becomes again open; hence, other neurons can receive the
spike. The spike emitted by neuron σi is replicated and it goes to
all neurons σj such that (σi, σj ) ∈ syn (each such neuron σj of
those receives a spike). A forgetting rule ac → λ is applicable to
a neuron whether the neuron contains exactly c spikes, and then,
all c spikes are removed. Note that if all rules of a system have
d = 0, i.e., no delay is involved, the parameter d is omitted.

SN P systems are synchronized because a global clock is
assumed, marking the time for the whole system. Besides, SN P
systems are nondeterministic because two rules E1/ac1 → a; d1
and E2/ac2 → a; d2 can have L(E1) ∩ L(E2) �= ∅. Therefore,
it is possible that two or more rules of the system can be enabled
in a neuron. In this case, one of them is nondeterministically
chosen to be used. Moreover, in each time unit, if a neuron can
use a rule, the rule must be used. Each neuron deals with its
spikes in a sequential manner, only using one rule in each time
unit, but the rules are used in parallel for all neurons of the
system.

An instantaneous description or a configuration at any instant
of an SN P system is described by both the number of spikes in
each neuron and the state of the neuron, or more precisely, by
the number of steps to count down until it becomes open (this
number is zero if the neuron is already open). The initial con-
figuration is described by the number of spikes initially placed
in each neuron, n1 , n2 , . . . , nm , with all neurons being open. A
configuration is a halting configuration if all neurons are open
and no rule of the system is applicable to it. Using the rules
described previously, one can define transitions among config-
urations. We say that configuration C1 yields configuration C2
in one transition step, which is denoted by C1 ⇒Π C2 , if we
can pass from C1 to C2 by applying the rules from the system
following the previous remarks.

A computation of Π is a (finite or infinite) sequence of con-
figurations such that:

1) the first term of the sequence is the initial configuration of
the system;

2) each noninitial configuration of the sequence is obtained
from the previous configuration by a transition step;



3) if the sequence is finite (called halting computation), then
the last term of the sequence is a halting configuration.

With any computation (halting or not), we can associate a
spike train, which is a sequence of symbols 0, and 1, describing
the behavior of the output neuron. If the output neuron spikes,
then we write 1; otherwise, we write 0. In addition, we can
also associate other forms of computation results according to
different computing purposes, such as the distance between two
consecutive steps when there are spikes that exit the system.

B. Weighted Fuzzy Spiking Neural P Systems

The introduction of fuzzy elements in P systems is an in-
teresting and open issue. This paper will pay attention to
this issue but be limited to the discussion of SN P systems
for processing fuzzy and uncertain knowledge. Thus, we will
extend the definition of SN P systems and propose a class
of extended SN P system models, called WFSN P systems.
The motivation for this is to model weighted fuzzy produc-
tion rules in a fuzzy knowledge base and perform weighted
fuzzy reasoning by using WFSN P systems in a more intelligent
manner.

Definition 2: A computing WFSN P system of degree m ≥ 1
is a construct of the form

Π = (O,Np,Nr , syn, IN, OUT)

where
1) O = {a} singleton alphabet (the object a is called spike);
2) Np = {σp1 , σp2 , . . . , σpm} proposition neuron set, where

σpi is its ith proposition neuron associated with a fuzzy
proposition in a fuzzy knowledge base, 1 ≤ i ≤ m. Each
proposition neuron σpi has the form σpi = (αi, �ωi, λi , ri),
where

a) αi ∈ [0, 1] potential value of pulse contained in
proposition neuron σpi . αi is used to express fuzzy
truth value of a proposition associated with propo-
sition neuron σpi .

b) �ωi = (ωi1 , ωi2 , . . . , ωisi
) output weight vector of

the neuron σpi , where component ωij ∈ [0, 1] is
the weight on jth output synapse (arc) of the neu-
ron, 1 ≤ j ≤ si , and si is the number of all output
synapses (arc) of the neuron.

c) ri finite set of firing/spiking rules of the form
E/aα → aα ; d, where α ∈ [0, 1], and d ≥ 0 is a
natural number. E = {α ≥ λi} is called the firing
condition, i.e., if α ≥ λi , then the firing rule will
be enabled, where λi ∈ [0, 1) is called the firing
threshold.

3) Nr = {σr1 , σr2 , . . . , σrn} rule neuron set, where σri is its
ith rule neuron associated with a weighted fuzzy produc-
tion rule in a fuzzy knowledge base, 1 ≤ i ≤ n. Each rule
neuron σri has the form σri = (αi, γi, �νi, τi , ri), where

a) αi ∈ [0, 1] potential value of pulse contained in rule
neuron σri .

b) γi ∈ [0, 1] certain factor. It represents the strength of
belief of a weighted fuzzy production rule associated
with rule neuron σri .

c) �νi = (νi1 , νi2 , . . . , νiti
) output weight vector of the

neuron σri , where component νij ∈ [0, 1] is the
weight on jth output synapse (arc) of the neu-
ron, 1 ≤ j ≤ ti , and ti is the number of all output
synapses (arc) of the neuron.

d) ri finite set of firing/spiking rules of the form
E/aα → aβ ; d, where α ∈ [0, 1], β ∈ [0, 1], and
d ≥ 0 is a natural number. E = {α ≥ τi} is called
the firing condition, i.e., if α ≥ τi , then the firing
rule will be enabled, where τi ∈ [0, 1) is called the
firing threshold.

4) syn ⊆ (Np × Nr )
⋃

(Nr × Np) synapses between both
proposition neurons and rule neurons. Note that there are
no synapse connections between any two proposition neu-
rons or between any two rule neurons;

5) IN, OUT ⊆ Np input neuron set and output neuron set,
respectively.

In the following, we illustrate how WFSN P systems are
extended from the original definition of SN P systems. First,
WFSN P systems consist of two types of neurons: proposition
neurons and rule neurons. The intuitive purpose of introducing
the two types of neurons is to express fuzzy propositions and
weighted fuzzy production rules in a fuzzy knowledge base.
Second, content of the neuron is now denoted by a fuzzy truth
value instead of the number of spikes as in SN P systems. It can
be interpreted as the (potential) value of spike from the view-
point of biological neuron. For a proposition neuron, its content
is used to express the fuzzy truth value of a fuzzy proposition
associated with it. When a neuron fires and emits a spike, the
(potential) value of the spike is transmitted into all successive
neurons connected with the neuron. Third, each proposition neu-
ron is assigned an output weight vector �ω = (ω1 , ω2 , . . . , ωs).
This indicates that the jth output synapse of the proposition
neuron has the output weight ωj . Therefore, when a proposition
neuron fires and emits a spike with value α, its jth successive
neuron will receive a spike with value α ⊗ ωj from its output
synapse, where “⊗” is the multiplication operator of fuzzy truth
values. Similarly, each rule neuron is also assigned an output
weight vector �ν = (ν1 , ν2 , . . . , νt). When a rule neuron fires
and emits a spike with value α, its jth successive neuron will
receive a spike with value (α � νj ) ⊗ γ, where “�” is the divi-
sion operator of fuzzy truth values. Fourth, because proposition
neurons and rule neurons in WFSN P systems are used to char-
acterize fuzzy propositions and weighted fuzzy production rules
in a fuzzy knowledge base, respectively, both input neuron set
and output neuron set only consist of proposition neurons, while
rule neurons are interconnector of proposition neurons. More-
over, there are no direct connections between two proposition
neurons or between two rule neurons. Fifth, WFSN P systems
use the new firing condition E = {α ≥ λi} or E = {α ≥ τi}
rather than the original regular expression in SN P systems, and
this controls whether the corresponding neuron fires or not. If
a proposition neuron contains at least a spike and its value of
spike is with α ≥ λi , then it fires. Likewise, if a rule neuron
contains at least a spike and its value of spike is with α ≥ τi ,
then it fires. Finally, when a neuron receives spikes from its
several predecessor neurons, (potential) values of the received



Fig. 1. Proposition neuron in S-WFSN P systems.

Fig. 2. Rule neuron in S-WFSN P systems.

spikes will be calculated by using some logical operators unlike
the neuron in SN P systems that simply accumulate the num-
ber of spikes received by it. The proposition neuron calculates
(potential) values of spikes received by it from its predecessor
neurons through logical “OR” operator “∨,” whereas rule neu-
ron calculates potential values of spikes received by it through
addition operator “⊕” (see Figs. 1 and 2).

In addition to several aspects described previously, other orig-
inal mechanisms in SN P systems are retained in WFSN P
systems, for instance, time delay d, synchronization, nondeter-
minacy, and so forth.

As stated previously, the purpose of proposing the WFSN
P systems is to model weighted fuzzy production rules in a
knowledge base and develop a more intelligent weighted fuzzy
reasoning algorithm. Some elements in WFSN P systems how-
ever, are redundant, such as time delay d, and firing thresholds
λi and τi . Hence, we simplify the WFSN P systems by remov-
ing the redundant elements and denote the simplified version of
WFSN P systems as S-WFSN P systems.

Compared with WFSN P systems, S-WFSN P systems have
the following differences. First, time delay d is omitted; hence,
all neurons are always open in S-WFSN P systems. Second,
firing thresholds λi and τi in WFSN P systems are removed.
Therefore, if a neuron contains at least a spike and its value
of spike αi > 0, then it fires. Third, any neuron (proposition
neuron or rule neuron), contains only a firing rule. Finally, each
rule neuron has only an output weight factor νi , i.e., all its output
synapses are assigned the same weight.

We describe the operating principle of S-WFSN P systems
as follows. Initially, the system provides a spike for each in-
put neuron in IN (or each input neuron in IN receives a spike
from the environment as its input), where the value of the spike
equals the fuzzy truth value of the corresponding proposition.
When the system halts, the contents contained in output neu-
rons (or results exported by output neurons) are regarded as its
computing results. In S-WFSN P systems, each neuron contains
only a firing/spiking rule and its firing principle is explained as
follows. First, if a proposition neuron has k predecessor rule
neurons and it receives k spikes from them, the (potential) value
of the received k spikes is calculated as its content α through

Fig. 3. Example of S-WFSN P systems: Π0 .

logical “OR” operator “∨.” When α > 0, the neuron fires and
its firing/spiking rule E/aα → aα can be applied. Applying the
firing/spiking rule E/aα → aα means that the spike contained
in the neuron is consumed, and then, it produces a spike with
value α, which will be weighted by the corresponding weight
factor. In this paper, we denote a proposition neuron by a cir-
cle, as shown in Fig. 1. Here, α = x1 ∨ x2 ∨ . . . ∨ xk , and its
outputs are α ⊗ ωi(i = 1, 2, . . . , s), respectively. Second, if a
rule neuron has k predecessor proposition neurons, then it fires
and its firing/spiking rule E/aα → aβ can be applied when it
receives k spikes from its all predecessor proposition neurons.
The value of the received k spikes is calculated as its content
α through addition operator “⊕.” Applying the firing/spiking
rule E/aα → aβ means that the spike contained in the neuron
is consumed, and then, it produces a spike with value β where
β = (α � ν) ⊗ γ. In this paper, we denote a rule neuron by a
rectangle, as shown in Fig. 2. Here, α = x1 ⊕ x2 ⊕ . . . ⊕ xk ,
and all its outputs are (α � ν) ⊗ γ.

Example 1: Fig. 3 shows an example of S-WFSN P systems,
which can be formally described as follows. Π0 = ({a},
{σp1 , σp2 , σp3 , σp4 , σp5}, {σr1 , σr2 , σr3 , σr4}, syn, IN, OUT),
where

1) σpj = (αj , ωj , rj )(j = 1, . . . , 5) proposition neurons.
The weights of proposition neurons σp1 , σp3 , and σp4
are ω1 = 1.0, ω3 = 0.8, and ω4 = 0.7, respectively, while
proposition neuron σp2 has two weights ω21 = 1.0 and
ω22 = 1.0;

2) σri = (αi, γi, νi , ri)(j = 1, . . . , 4) rule neurons. The cer-
tain factors of rule neurons σr1 , σr2 , σr3 , and σr4 are
γ1 = 0.85, γ2 = 0.90, γ3 = 0.95, and γ4 = 0.90, respec-
tively. The weights of rule neurons σr1 , σr2 , σr3 , and σr4
are ν1 = ω1 = 1.0, ν2 = ω22 = 1.0, ν3 = ω21 = 1.0, and
ν4 = ω3 ⊕ ω4 = 1.5, respectively;

3) syn={(σp1 , σr1), (σp2 , σr2), (σp2 , σr3), (σp3 , σr4), (σp4 ,
σr4), (σr1 , σp2), (σr2 , σp3), (σr3 , σp4), (σr4 , σp54)};

4) IN = {σp1}, OUT = {σp5}.
In addition to modeling weighted fuzzy production rules by

using WFSN P systems, we will develop a fuzzy reasoning
algorithm based on WFSN P systems in this paper. In order to
conveniently describe our weighted fuzzy reasoning algorithm,
we first, define several concepts (terminologies) here. Let σrs



TABLE I
IMMEDIATE RULE-INCIDENCE TABLE OF ALL PROPOSITION

NEURONS IN EXAMPLE 1

be a rule neuron and σpi , σpj , and σpk be three proposition
neurons.

Definition 3: Immediately backward rule incidence. If
(σpi, σrs) ∈ syn and (σrs, σpk ) ∈ syn, i.e., σrs is the intercon-
nector between σpi and σpk , then σpi is called an immediately
backward rule incidence of σpk .

In Example 1, σp1 is an immediately backward rule incidence
of σp2 , and σp2 is an immediately backward rule incidence of
σp3 and σp4 , while σp3 and σp4 are immediately backward rule
incidences of σp4 .

Definition 4: Backward rule incidence. If σpi is an immedi-
ately backward rule incidence of σpj , and σpj is an immediately
backward rule incidence of σpk , then σpi is called a backward
rule incidence of σpk .

From Example 1, we can observe that σp1 is a backward
rule incidence of σp3 and σp4 , respectively. Moreover, σp2 is a
backward rule incidence of σp5 .

Definition 5: Immediately backward rule incidence set. For
a proposition neuron σpk , its immediately backward rule inci-
dence set is defined as follows:

IBRIS(σpk ) = {σpi ∈ Np |σpi is an immediately backward
rule incidence of σpk}.

Definition 6: Immediately backward rule incidence table. For
WFSN P systems, its immediately backward rule incidence table
is defined as follows:

IRIT = {(σpk , IBRIS(σpk ), σri) | for ∀σpk ∈ Np and ∀σpj ∈
IBRIS(σpk ), ∃σri ∈ Nr such that (σpj , σri) ∈ syn and (σri,
σpk ) ∈ syn}.

For Example 1, Table I gives the immediately backward
rule-incidence table of Π0 . From Table I, we can see that
IBRIS(σp2) = {σp1}, IBRIS(σp3) = {σp2}, IBRIS(σp4) =
{σp2}, while IBRIS(σp5) = {σp3 , σp4}, where σp3 and σp4 are
adjacent proposition neurons with respect to rule neuron σr4 .

III. WEIGHTED FUZZY KNOWLEDGE REPRESENTATION

A. Weighted Fuzzy Production Rules

The weighted fuzzy production rules that are discussed here
are similar to conventional fuzzy production rules. However, a
weight factor (or vector) is assigned to each proposition in the
antecedent part in a fuzzy production rule, and a certainty factor
is also assigned to the rule. Weight factor of a proposition indi-
cates the degree of its importance contributing to the consequent
when comparing with other proposition in the antecedent part.
Obviously, when there is only one proposition in the antecedent
of a fuzzy production rule, weight is meaningless for the rule.

Generally, weighted fuzzy production rules can be catego-
rized into four types as follows:

Type 1: Ri : IF pj THEN pk (CF = γi), ω.

This type rule is a simple fuzzy production rule. In the rule Ri ,
pj and pk are propositions, γi is certainty factor of the rule,
and ω is the weight of proposition pj . Since pj is only one
proposition in the antecedent part of the rule Ri , its weight ω is
meaningless for the rule. Therefore, we can set ω = 1.

Type 2: Ri : IF p1 AND p2 AND . . . AND pk−1 THEN pk

(CF = γi), ω1 , ω2 , . . . , ωk−1

where ω1 , ω2 , . . . , ωk−1 are the weights of propositions
p1 , p2 , . . . , pk−1 in the antecedent part of the rule Ri , respec-
tively. This is a composite conjunctive fuzzy production rule.

Type 3: Ri : IF p1 THEN p2 AND p3 AND . . . AND pk

(CF = γi), ω

where ω is the weight of proposition p1 in the antecedent part
of the rule Ri . Similarly, we can set ω = 1 since weight ω in the
rule is meaningless.

Type 4: Ri : IF p1 OR p2 OR . . . OR pk−1 THEN pk

(CF = γi), ω1 , ω2 , . . . , ωk−1 .

This is a composite disjunctive fuzzy production rule. In
the rule Ri , ω1 , ω2 , . . . , ωk−1 are the weights of proposi-
tions p1 , p2 , . . . , pk−1 in the antecedent part of the rule Ri ,
respectively.

B. Mapping Weighted Fuzzy Production Rules Into Weighted
Fuzzy Spiking Neural P Systems

In order to model weighted fuzzy production rules in a fuzzy
knowledge base by using S-WFSN P systems, we have to
map the aforementioned weighted fuzzy production rules into
S-WFSN P systems. The basic principle is to map each fuzzy
proposition in fuzzy knowledge base into one proposition neu-
ron of S-WFSN P systems and to map each fuzzy production rule
into one rule neuron or several rule neurons. Thus, the weighted
fuzzy production rules of four types described previously and
their fuzzy reasoning processes can be modeled as follows.

For a rule of Type 1, assume that the fuzzy truth value of
propositions pj is αj and certainty factor of the rule is γi . Hence,
the rule of Type 1 can be modeled by the following S-WFSN P
system Π1 , as shown in Fig. 4(a):

Π1 = ({a}, {σpj , σpk}, {σri}, syn, IN, OUT), where
1) σpj and σpk two proposition neurons associated with fuzzy

propositions pj and pk , respectively. σpj = (αj , ωj , rj )
and σpk = (αk , ωk , rk ). Since the antecedent part of the
rule has only one proposition, set ωj = 1;

2) σri rule neuron associated with the fuzzy production rule
Ri . σri = (αi, γi , νi , ri), where νi = 1;

3) syn = { (σpj , σri ), (σri, σpk ) }, IN = {σpj}, OUT =
{σpk}.

Furthermore, Fig. 4(a) shows the dynamic fuzzy reason-
ing process modeled by Π1 . The fuzzy reasoning process is
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Fig. 4. Four weighted fuzzy rule presentations with S-WFSN P systems and
their rule reasoning. (a) Type 1. (b) Type 2. (c) Type 3. (d) Type 4.

automatically carried out via three time units. Initially, a spike
with value αj is assigned into proposition neuron σpj . Thus,
σpj fires and emits a spike with value αj . Next, rule neuron σri

receives the spike and fires, and then, it sends a spike with value
αj ⊗ γi to proposition neuron σpk . Finally, proposition neuron
σpk receives the spike and its value of spike αj ⊗ γi is regarded
as the result computed by the S-WFSN P system Π1 , as shown
in Fig. 4(a).

For a rule of Type 2, assume that the fuzzy truth values of
propositions p1 , p2 ,. . ., pk−1 are α1 , α2 ,. . ., αk−1 , respectively,
and certainty factor of the rule is γi . Hence, the rule of Type
2 can be modeled by the following S-WFSN P system Π2 , as
shown in Fig. 4(b):

Π2 = ({a}, {σp1 , . . . , σpk−1 , σpk}, {σri}, syn, IN, OUT),
where

1) σp1 , σp2 ,. . ., σpk−1 , and σpk proposition neurons as-
sociated with fuzzy propositions p1 , p2 ,. . ., pk−1 , and
pk , respectively. σpj = (αj , ωj , rj ), j = 1, 2, . . . , k −
1, k. ω1 , ω2 , . . . , ωk−1 are weights of the propositions

p1 , p2 , . . . , pk−1 in the antecedent part of the rule, respec-
tively;

2) σri rule neuron associated with the fuzzy production rule
Ri . σri = (αri, γi , νi , ri), where νi = ω1 ⊕ ω2 ⊕ . . . ⊕
ωk−1 ;

3) syn = {(σp1 , σri), . . . , (σpk−1 , σri), (σri, σpk )},
IN = {σp1 , σp2 , . . . , σpk−1}, OUT = {σpk}.

Fig. 4(b) shows the dynamic fuzzy reasoning process mod-
eled by Π2 . The fuzzy reasoning process is automatically per-
formed as follows. Initially, a spike is provided for each propo-
sition neuron σpj in IN and their values are α1 , α2 , . . . , αk−1 ,
respectively. These proposition neurons concurrently fire, and
then, each of them emits a spike with value αj ⊗ ωj . Next,
rule neuron σri receives spikes from these proposition neurons
and values of the spikes are computed by addition operator
“⊕” as its content, i.e., αri = (α1 ⊗ ω1) ⊕ (α2 ⊗ ω2) ⊕ . . . ⊕
(αk−1 ⊗ ωk−1). Thus, the rule neuron fires, and then, it
sends a spike with value [αri � νi ] ⊗ γi to proposition neu-
ron σpk . Finally, proposition neuron σpk will receive the spike
as its content, as shown in Fig. 4(b). Therefore, the result
computed by Π2 is αk = {[(α1 ⊗ ω1) ⊕ (α2 ⊗ ω2) ⊕ . . . ⊕
(αk−1 ⊗ ωk−1)] � (ω1 ⊕ ω2 ⊕ . . . ⊕ ωk−1)} ⊗ γi .

For a rule of Type 3, assume that the fuzzy truth value of
propositions p1 is α1 and certainty factor of the rule is γi . Hence,
the rule of Type 3 can be modeled by the following S-WFSN P
system Π3 , as shown in Fig. 4(c):

Π3 = ({a}, {σp1 , . . . , σpk−1 , σpk}, {σri}, syn, IN, OUT),
where

1) σp1 , σp2 ,. . ., σpk−1 , and σpk proposition neurons associ-
ated with fuzzy propositions p1 , p2 ,. . ., pk−1 , and pk , re-
spectively. σp1 = (α1 , ω1 , r1). Since p1 is only one propo-
sition in the antecedent part of the rule, set the weight
ω1 = 1;

2) σri rule neuron associated with the fuzzy production rule
Ri . σri = (αri, γi , νi , ri), where νi = 1;

3) syn = {(σp1 , σri), (σri, σp2), (σri, σp3), . . . , (σri, σpk )},
IN = {σp1}, OUT = {σp2 , σp3 , . . . , σpk}.

Fig. 4(c) shows dynamic fuzzy reasoning process modeled
by Π3 . The fuzzy reasoning process is automatically performed
as follows. Initially, a spike is provided for proposition neuron
σp1 and its values is α1 . Thus, the proposition neuron fires,
and then, it emits a spike with value α1 . Next, rule neuron
σri receives the spikes and fires, and then, it sends a spike
with value α1 ⊗ γi to its all successive proposition neurons.
Finally, proposition neurons σp2 , σp3 , . . . , σpk will receive the
spike as their contents, as shown in Fig. 4(c). Therefore, the
results computed by Π3 are α2 = α1 ⊗ γi , α3 = α1 ⊗ γi , . . .,
αk = α1 ⊗ γi .

For a rule of Type 4, assume that fuzzy truth values of propo-
sitions p1 , p2 ,. . ., pk−1 are α1 , α2 ,. . ., αk−1 , respectively, and
the certainty factor of the rule is γi . Hence, the rule of Type
4 can be modeled by the following S-WFSN P system Π4 , as
shown in Fig. 4(d):

Π4 = ({a}, {σp1 , . . . , σpk−1 , σpk}, {σri}, syn, IN, OUT),
where

1) σp1 , σp2 ,. . ., σpk−1 , and σpk proposition neurons asso-
ciated with fuzzy propositions p1 , p2 ,. . ., pk−1 , and pk



respectively. σpj = (αj , ωj , rj ), j = 1, 2, . . . , k − 1, k.
ω1 , ω2 , . . . , ωk−1 are the weights of the propositions
p1 , p2 , . . . , pk−1 in the antecedent part of the rule, respec-
tively;

2) σr1 , σr2 , . . . , σrk−1 rule neurons associated with the
fuzzy production rule Ri . σrj = (αrj , γi , νi , rj ), j =
1, 2, . . . , k − 1, where νi = ω1 ⊕ ω2 ⊕ . . . ⊕ ωk−1 ;

3) syn = {(σp1 , σr1), (σp2 , σr2), . . . , (σpk−1 , σrk−1), (σr1 ,
σpk ), . . . , (σrk−1 , σpk )}, IN = {σp1 , σp2 , . . . , σpk−1},
OUT = {σpk}.

Fig. 4(d) shows the dynamic fuzzy reasoning process modeled
by Π4 . The fuzzy reasoning process is automatically performed
as follows. Initially, a spike is provided for each proposition
neuron σpj in IN and their values are α1 , α2 , . . . , αk−1 ,
respectively. These proposition neurons σpj concurrently fire,
and then, each of them emits a spike with value αj ⊗ ωj into
the corresponding rule neuron σrj , j = 1, 2, . . . , k − 1. Next,
each rule neuron σrj receives the corresponding spike and fires,
and then, it sends a spike with value [(αj ⊗ ωj ) � νi ] ⊗ γi

to proposition neuron σpk . Finally, proposition neuron σpk

receives the spikes from the rule neurons, and the value of
the spikes is computed by logical “OR” operator “∨” as its
content, i.e., αk = {[(α1 ⊗ ω1) � νi ] ⊗ γi} ∨ {[(α2 ⊗ ω2) �
νi ] ⊗ γi} ∨ . . . ∨ {[(αk−1 ⊗ ωk−1) � νi ] ⊗ γi}. Therefore,
the result computed by Π4 is αk = {[(α1 ⊗ ω1) � (ω1 ⊕ ω2
⊕ . . . ⊕ ωk−1)] ∨ [ (α2 ⊗ ω2) � (ω1 ⊕ ω2 ⊕ . . . ⊕ ωk−1) ]
∨ . . . ∨ [(αk−1 ⊗ ωk−1) � (ω1 ⊕ ω2 ⊕ . . . ⊕ ωk−1)]} ⊗ γi .

As is well-known, fuzzy production rules are not straightfor-
ward and their fuzzy reasoning is usually a complicated process.
However, from the aforementioned discussions, we can see that
the structure of weighted fuzzy production rules modeled by
the proposed WFSN P systems is visual and is easily com-
prehended due to its graphical nature. Moreover, owing to the
parallel computing ability of WFSN P systems and the neuron’s
firing mechanism, the proposed WFSN P systems are able to
complete fuzzy reasoning process concurrently and automati-
cally, and the computing process only takes three time units.

IV. WEIGHTED FUZZY REASONING ALGORITHM

In this section, we will present a weighted fuzzy reasoning
algorithm based on S-WFSN P systems. From the previous dis-
cussion, we know that for a fuzzy knowledge base, proposition
neurons express its all fuzzy propositions, while rule neurons
model its weighted fuzzy production rules. Generally, we should
provide the fuzzy truth values for a part of fuzzy propositions
before reasoning, and the proposition neurons associated with
the part of fuzzy propositions are in fact input neurons of the
S-WFSN P system model. The goal of fuzzy reasoning method
is to reason out the fuzzy truth values of other unknown fuzzy
propositions (proposition neurons) from known fuzzy propo-
sitions (input neurons). These unknown fuzzy propositions are
associated with output neurons of the S-WFSN P system model.
Suppose we modeled the weighted fuzzy production rules of a
fuzzy knowledge base by an S-WFSN P system model Π.

Based on S-WFSN P systems, we developed a weighted fuzzy
reasoning algorithm, which is called the weighted fuzzy back-

ward reasoning algorithm. The basis of the weighted fuzzy
backward reasoning algorithm is the construction of a fuzzy
“⊕-OR” (Addition-OR) tree, which is similar to the algorithm
in [40]. The tree uses a special data structure, i.e., a triple
(σpk , IBRIS(σpk ), α(σpk )) is used to express a node in the tree,
where σpk is the kth proposition neuron, IBRIS(σpk ) is its im-
mediately backward rule incidence set of σpk , and α(σpk ) is
the fuzzy truth value of σpk . The weighted fuzzy backward rea-
soning algorithm (Algorithm 1) consists of three components:
1) building the immediately backward rule-incidence table IRIT
(Algorithm 2); 2) generating fuzzy “⊕-OR” tree (Algorithm 3);
and 3) computing fuzzy truth values (Algorithm 4). Initially,
each input neuron is assigned an initial fuzzy truth value. When
the system halts, the system’s outputs are fuzzy truth values in
output neurons.

In the following, we explain the basic ideas behind the three
components. First Algorithm 2 builds the immediately back-
ward rule-incidence table IRIT according to Π. For each propo-
sition neuron σpk in Π, the algorithm will generate its im-
mediately backward rule-incidence set IBRIS(σpk ) and deter-
mine the corresponding rule neuron σri according to syn. Thus,
(σpk , IBRIS(σpk ), σri) is composed of a tuple of IRIT. Second,
Algorithm 3 is used to generate a fuzzy “⊕-OR” tree of Π based
on the built IRIT. This algorithm starts from output neurons
and then, creates each node of fuzzy “⊕-OR” tree according to
backward connection relationship of proposition neurons. Each
created node has the structure (σpk , IBRIS(σpk ),−), where the
mark “−” denotes that the fuzzy truth value of the proposition
neuron is unknown. In addition to the sides of first level in the
tree, other sides are labeled by the certainty factors associated
with fuzzy production rules. Finally, Algorithm 4 computes the
fuzzy truth value of each nonterminal node of the fuzzy “⊕-
OR” tree. Here, fuzzy truth values of terminal nodes, which are
associated with input neurons of Π, are known. Starting from
terminal nodes, fuzzy truth values of all nonterminal nodes are
backward computed on the basis of step 10 or step 12 of the
algorithm.

The weighted fuzzy backward reasoning algorithm and its
three component algorithms are listed in Tables II–V (Algo-
rithms 1–4), respectively. In the following, we briefly discuss
the computational complexities and convergence of the afore-
mentioned algorithms. First, Algorithm 2 contains triple loop
(m, n, and m times, respectively); therefore, its time complex-
ity is O(m2n), and space complexity is O(m2). By analyzing
Algorithm 3, we can conclude that its time complexity is O(m2),
and space complexity is O(m2). Similarly, time complexity and
space complexity of Algorithm 4 are O(m2) and O(m2), re-
spectively. Therefore, the time complexity of Algorithm 1 is
O(m2n), while its space complexity is O(m2). Finally, we ana-
lyze the convergence of these algorithms. From the descriptions
of these algorithms, we know that the roles of Algorithms 2 and
3 are to construct a table IRIT and a tree T , respectively. There-
fore, the convergence of the proposed weighted fuzzy reasoning
algorithm mainly depends on the convergence of Algorithm 4.
Let l be the largest of the numbers of proposition neurons in
all paths of Π from input neurons to output neurons. We easily
conclude from Algorithm 4 that the algorithm can deduce the



TABLE II
ALGORITHM 1: WEIGHTED FUZZY BACKWARD REASONING ALGORITHM

TABLE III
ALGORITHM 2: IRIT BUILDING ALGORITHM

values of all unknown proposition neurons at step l, i.e., the
algorithm will be converged at step l.

In order to clearly understand the algorithms described pre-
viously, we use two examples to illustrate the weighted fuzzy
backward reasoning process. For Example 1 (Π0), Table I gives
the immediate rule-incidence table of its all proposition neu-
rons. By the fuzzy “⊕-OR” tree generating algorithm, a fuzzy
“⊕-OR” tree of Π0 is generated, as shown in Fig. 5. Assume that
the truth value of proposition p1 associated with input propo-
sition neuron σp1 is 0.8. By performing the fuzzy truth value
evaluating algorithm, the truth values of output proposition neu-
rons in Π0 are obtained, as shown in Fig. 5, from which it can
be clearly seen that the truth value of output proposition neuron
σp5 is 0.63.

Example 2: Let p1 , p2 , p3 , p4 , p5 , p6 , p7 , p8 , and p9 be
nine propositions. Assume the knowledge base of a rule-based
system contains the following weighted fuzzy production rules.

R1 : IF p1 THEN p5 (CF = γ1), ω1 .
R2 : IF p2 AND p3 THEN p6 (CF = γ2), ω2 , ω31 .
R3 : IF p3 AND p4 THEN p7 (CF = γ3), ω32 , ω4 .
R4 : IF p5 AND p6 THEN p8 (CF = γ4), ω5 , ω6 .
R5 : IF p7 THEN p9 (CF = γ5), ω7 .
Here, true values, certainty factors, and weights are extended

to use triangular fuzzy numbers. Assume the certainty factors
γ1 , γ2 , γ3 , γ4 , and γ5 are (0.80, 0.90, 1.0), (0.70, 0.80, 0.90),

TABLE IV
ALGORITHM 3: FUZZY “⊕-OR” TREE GENERATING ALGORITHM

(0.75, 0.85, 0.95), (0.85, 0.95, 1.0), and (0.80, 0.90, 1.0), re-
spectively.

Let ω1 = (1.0, 1.0, 1.0), ω2 = (0.85, 0.95, 1.0), ω31 =(0.70,
0.80, 0.90), ω32 = (0.85, 0.95, 1.0), ω4 = (0.75, 0.85, 0.95),
ω5 = 0.85, 0.95, 1.0), ω6 = (0.75, 0.85, 0.95), and ω7 = (1.0,
1.0, 1.0).

The weighted fuzzy production rules can be modeled by using
the following WFSN P systems Π5 , as shown in Fig. 6:

Π5 = ({a}, {σp1 , σp2 , σp3 , σp4 , σp5 , σp6 , σp7 , σp8 , σp9},
{σr1 , σr2 , σr3 , σr4 , σr5}, syn, IN, OUT),

where
1) σp1 , σp2 , σp3 , σp4 , σp5 , σp6 , σp7 , σp8 , and σp9 proposition

neurons;
2) σr1 , σr2 , σr3 , σr4 , and σr5 rule neurons. Here, ν1 =

ω1 = (1.0, 1.0, 1.0), ν2 = ω2 ⊕ ω31 = (1.55, 1.75, 1.90),



TABLE V
ALGORITHM 4: FUZZY TRUTH VALUE COMPUTING ALGORITHM

Fig. 5. Generated fuzzy “⊕-OR” tree of Π0 and computation of the fuzzy
truth values of the fuzzy “⊕-OR” tree of Π0 .

Fig. 6. Example 2 modeled by WFSN P systems Π5 .

TABLE VI
IMMEDIATE RULE-INCIDENCE TABLE OF ALL PROPOSITION

NEURONS IN EXAMPLE 2

Fig. 7. Generated fuzzy “⊕-OR” tree of Π5 and computation of the fuzzy
truth values of the fuzzy “⊕-OR” tree of Π5 .

ν3 = ω32 ⊕ ω4 = (1.6, 1.8, 1.95), ν4 = ω5 ⊕ ω6 = (1.6,
1.8, 1.95), and ν5 = ω7 = (1.0, 1.0, 1.0);

3) syn={(σp1 , σr1), (σp2 , σr2), (σp3 , σr2), (σp3 , σr3), (σp4 ,
σr3), (σp5 , σr4), (σp6 , σr4), (σp7 , σr5), (σr1 , σp5), (σr2 ,
σp6), (σr3 , σp7), (σr4 , σp8), (σr5 , σp9)};

4) IN = {σp1 , σp2 , σp3 , σp4}, OUT = {σp8 , σp9}.
For Example 2 (Π5), Table VI gives the immediate rule-

incidence table of all its proposition neurons. By the fuzzy
“⊕-OR” tree generating algorithm, a fuzzy “⊕-OR” tree
of Π5 is generated, as shown in Fig. 7. Assume that
the truth values of propositions p1 , p2 , p3 , and p4 associ-
ated with input proposition neurons σp1 , σp2 , σp3 , and σp4
are (0.80, 0.90, 1.0), (0.70, 0.80, 0.90), (0.85, 0.95, 1.0), and
(0.75, 0.85, 0.95), respectively. By performing the fuzzy truth
value computing algorithm, the truth values of output propo-
sition neurons in Π5 are obtained, as shown in Fig. 7, from
which it can be easily seen that the fuzzy truth values of
output proposition neurons σp8 and σp9 are fuzzy numbers
(0.381, 0.714, 1.246) and (0.395, 0.691, 1.130).



V. COMPARISONS WITH OTHER METHODS

As described previously, the proposed WFSN P systems are
an extended version of SN P systems. The main motivation be-
hind developing the WFSN P systems is to build a bridge by
which SN P systems can be used to deal with real-world prob-
lems, such as process control, expert system, and fault diagnos-
ing. Compared with the existing SN P systems and their variants,
the proposed WFSN P systems feature the following differences:
1) there are two types of neurons, proposition neurons and rule
neurons; 2) fuzzy truth value is used to express the contents of
neurons; 3) each neuron is assigned an output weight vector;
4) weighted fuzzy logic is used to process operation of the pulse
value; and 5) a new firing mechanism is applied, including new
firing/spiking rules and the use of firing condition and thresh-
old. These differences can ensure that the proposed WFSN P
systems are able to express fuzzy and uncertain knowledge and
process weighted fuzzy reasoning.

The weighted fuzzy production rule is one of most pop-
ular methods that represent fuzzy and uncertain knowledge.
For instance, when we use fuzzy neural network (FNN) to ex-
tract knowledge from the measured data, fuzzy production rules
are usually used to express the extracted results. However, the
knowledge expressed by fuzzy production rules is usually diffi-
cult to understand because it lacks straightforward structure and
representing form, and its fuzzy reasoning process is very com-
plicated. In addition, some knowledge representation methods
have been developed, such as concept graph, semantic networks,
etc. One of the advantages is their graphical structure. However,
their reasoning process lacks the capability of parallel reasoning.

As a graphical modeling method, Petri nets have a powerful
ability that describes and studies information processing system,
and possess several perfect characterizations, such as being con-
current, asynchronous, distributed, parallel, nondeterministic,
etc. Thus, Petri nets are capable of describing fuzzy rule-based
system. SN P systems are a novel distributed and parallel com-
puting model. From the previous discussion, we know that the
proposed WFSN P systems are very suitable for expressing a
fuzzy rule-based system and for modeling its dynamic reasoning
process. As two models that describe fuzzy rule-based system,
SN P systems and Petri nets share some common features.

1) They are distributed and parallel computing models or
systems.

2) Their graphical nature can visualize the structure of a
fuzzy rule-based system, and the models represented by
them are relatively simple and easily understandable.

3) It is easy to model dynamic reasoning process of a
fuzzy rule-based system by them because of their firing
mechanism.

Compared with Petri nets, however, the proposed WFSN P
systems have the following different features and advantages

1) For WFSN P systems (SN P systems), most of their mech-
anisms are originated from living cells or neurophysio-
logical behavior of neurons, such as firing and emitting
a spike in neuron. The different types of cells or neurons
may provide new inspirations to extend SN P systems.
In fact, different types of variants of SN P systems have

been addressed so far. This opens the door to dealing with 
fuzzy and uncertain knowledge (acquisition, representa-
tion, and reasoning) and learning problems by integrating 
fuzzy logic, evolution mechanism, and learning mecha-
nism of neural network, as in, for example, the WFSN P 
systems discussed in this paper and the membrane algo-
rithm developed in [41].

2) The time-delay mechanism of SN P systems is inborn and
inherent. Although S-WFSN P systems, which are used
to express fuzzy knowledge, omit their time-delay mecha-
nism in this paper, the time-delay mechanism is often very
useful for knowledge acquisition and representation situ-
ations. For instance, in some industry control processes,
due to the use of sensors with different sample frequen-
cies, the data obtained may include some time delays. As
a result, the extracted knowledge should also include the
delay factor. The proposed WFSN P systems can poten-
tially satisfy the need to express such fuzzy knowledge
and perform fuzzy reasoning.

3) Although both SN P systems and Petri nets have nonde-
terministic features, their principles are different. For SN
P systems, when multiple firing rules in a neuron are en-
abled, they will nondeterministically choose a firing rule
so that the configuration (or state) of whole system is
changed. Of course, due to flexible definition mechanism
of the neuron in SN P systems, we can easily develop
nondeterministic feature like in Petri nets.

4) Since SN P systems are essentially a nonlinear computing
model, the feature is advantageous for extracting fuzzy
and uncertain knowledge from the measured data. In many
real-world industry situations, the modeled relationships
between input and output are usually nonlinear. Therefore,
the proposed WFSN P systems seem to be suitable for such
nonlinear situations.

5) SN P systems are synchronized, while Petri nets are asyn-
chronous. However, due to use of some different mecha-
nisms, some extended SN P systems are also asynchronous
[21].

VI. CONCLUSION

Most of the research related to SN P Systems has focused
on theoretical computing issues, such as computing ability and
computing effectiveness, and only a small number of real-world
applications have been addressed. The current definitions of SN
P systems and their variants are not suitable for a large number
of real-world applications. Thus, how to extend SN P systems so
that they are suitable for one or several real-world applications
becomes an interesting open issue. This paper focused on the
representation of fuzzy and uncertain knowledge and weighted
fuzzy reasoning. In this paper, we extended SN P systems to
process fuzzy and uncertain knowledge, and proposed WFSN
P systems. The presented WFSN P systems can model and vi-
sualize weighted fuzzy production rules in a rule-based system.
Moreover, based on the inherent parallel computing features of
WFSN P systems and the neuron’s firing mechanism, a parallel



and fast weighted fuzzy reasoning algorithm has been devel-
oped. Several real-world applications relate to the aforemen-
tioned problem, such as process control, expert system, fault 
diagnosing, and investment advising system. Therefore, the re-
sults obtained in this paper can be applied to earlier real-world 
application areas. In summary, the significance of proposing the 
WFSN P systems lies in the following: 1) from the viewpoint 
of SN P systems, WFSN P systems are a new type of SN P sys-
tems and extend the scope of application of SN P systems, and 
2) from the viewpoint of expressing fuzzy knowledge, WFSN P 
systems provide a modeling tool for it and the developed reason-
ing algorithm is a parallel and fast fuzzy reasoning algorithm.

Future research work will seek to extend the learning ability 
of WFSN P systems and apply WFSN P systems to solve real-
world problems associated with the learning tasks.
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[18] O. H. Ibarra, A. Păun, G. Păun, A. Rodrı́guez-Patón, P. Sosı́k, and S. Wood-
worth, “Normal forms for spiking neural P systems,” Theoretical Comput.
Sci., vol. 372, no. 2–3, pp. 196–217, 2007.
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