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## Example

If $\sigma=35241 \in S_{5}$ we have $\operatorname{Des}(\sigma)=\{2,4\}$ and $\operatorname{maj}(\sigma)=6$.

## Theorem (MacMahon)

$$
\begin{aligned}
W(q) & =\sum_{\sigma \in S_{n}} q^{\operatorname{maj}(\sigma)}=\sum_{\sigma \in S_{n}} q^{\operatorname{inv}(\sigma)} \\
& =\prod_{i=1}^{n}\left(1+q+q^{2}+\cdots+q^{i}\right)
\end{aligned}
$$

where $\operatorname{inv}(\sigma)=\mid\{(i, j): i<j$ and $\sigma(i)>\sigma(j)\} \mid$.
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The equality between the first and the last line follows also immediately from the Robinson-Schensted correspondence.
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$$
W(q, t)=\sum_{\{S, T: \mu(S)=\mu(T)\}} q^{\operatorname{maj}(S)} t^{\operatorname{maj}(T)}
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(Lusztig, Kraskiewicz-Weyman) $=\sum_{\mu} f^{\mu}(q) f^{\mu}(t)$
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We have
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Here $X, Y, Z$ stand for three $n$-tuples of variables
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## Theorem

We have
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## Refined multimahonian distribution

So similarly to the case of the total degree we have

$$
\begin{aligned}
W\left(Q_{1}, Q_{2}, Q_{3}\right) & =\sum_{T_{1}, T_{2}, T_{3}} g_{\mu\left(T_{1}\right), \mu\left(T_{2}\right), \mu\left(T_{3}\right)} Q_{1}^{\lambda\left(T_{1}\right)} Q_{2}^{\lambda\left(T_{2}\right)} Q_{3}^{\lambda\left(T_{3}\right)} \\
& =\sum_{\lambda, \mu, \nu} g_{\lambda, \mu, \nu} f^{\lambda}\left(Q_{1}\right) f^{\mu}\left(Q_{2}\right) f^{\nu}\left(Q_{3}\right) \\
& =\operatorname{Hilb}\left(\frac{\mathbb{C}[X, Y, Z]^{\Delta S_{n}}}{\left(\mathbb{C}[X, Y, Z]_{+}^{S_{n}^{\times 3}}\right)}\right)\left(Q_{1}, Q_{2}, Q_{3}\right) \\
& =\frac{\operatorname{Hilb}\left(\mathbb{C}[X, Y, Z]^{\Delta S_{n}}\right)\left(Q_{1}, Q_{2}, Q_{3}\right)}{\operatorname{Hilb}\left(\mathbb{C}[X, Y, Z]_{n}^{S_{n}^{\times 3}}\right)\left(Q_{1}, Q_{2}, Q_{3}\right)} \\
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$$

# The generalized Robison-Schensted correspondence 

## Corollary

There is a map RS that associates to every triple of permutations whose product is the identity a triple of standard tableaux of size $n$ such that:
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This algorithm is certainly less efficient than the one shown by Derksen based on the Murnagham-Nakajama rule... but maybe one can improve it.
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Vic Reiner observed that one can reobtain (in a non trivial way) all the interpretations of the refined multimahonian distribution using the Stanley-Reisner ring of the baricentric subdivision of an $n$-1-dimensional complex instead of the coinvariant algebras, these being isomorphic.

These are no longer isomorphic for other Weyl groups and the Stanley-Reisner ring is not defined at all for complex reflection groups.

That's why I was convinced that my approach is better... ...and I was led to introduce projective complex reflection groups.
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## Example

$G(r, n)$, the group of $n \times n$ monomial matrices whose non-zero entries are $r$-th roots of 1 .

$$
\left[\begin{array}{cccc}
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
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## Example

$G(r, p, n)$, the elements in $G(r, n)$ whose permanent is a $r / p$-th root of unity. The matrix above is an element in $G(4,2,4)$.
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## Definition

If $G=G(r, p, q, n)$ we say that the group $G^{*}=G(r, q, p, n)$ is the dual of $G$.

We observe that if $G$ is a complex reflection group then $G^{*}$ is not in general.
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- If $G=G(r, 1,1, n)$ then $G^{*}=G$. This holds in particular for $S_{n}=G(1,1,1, n)$ and $B_{n}=G(2,1,1, n)$.
- If $G=D_{n}=G(2,2,1, n)$, then $G^{*}=G(2,1,2, n)=B_{n} / \pm I$

We will see many occurrences of the following relationship

> Combinatorics of $G$$\leftrightarrow$| $\begin{array}{c}\text { Invariant theory } \\ \text { of } G^{*}\end{array}$ |
| :---: |

## Example

- If $G=G(r, 1,1, n)$ then $G^{*}=G$. This holds in particular for $S_{n}=G(1,1,1, n)$ and $B_{n}=G(2,1,1, n)$.
- If $G=D_{n}=G(2,2,1, n)$, then $G^{*}=G(2,1,2, n)=B_{n} / \pm I$ and it turns out that the combinatorics of $B_{n} / \pm /$ describes the invariant theory of $D_{n}$, and viceversa.
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\begin{aligned}
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Letting $\lambda_{i}(g):=r \cdot h_{i}(g)+k_{i}(g)$ then the sequence

$$
\lambda(g):=\left(\lambda_{1}(g), \ldots, \lambda_{n}(g)\right)
$$

is a partition.
If $p=q=1$ we have $|\lambda(g)|=\operatorname{fmaj}(g)$, the flag-major index defined by Adin and Roichman so we define
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## Theorem (C)

The set of monomial $\left\{a_{g}: g \in G^{*}\right\}$ is a linear basis for $R^{G}$.

The irreducible representations
$\operatorname{Fer}(r, p, n)=r$-tuples of Ferrers diagrams $\left(\lambda^{(0)}, \ldots, \lambda^{(r-1)}\right)$ having a total of $n$ cells and $\sum_{i} i\left|\lambda^{(i)}\right| \equiv 0 \bmod p$.
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## Example

$$
\left[\begin{array}{l|l|}
\hline 1 & 4 \\
\hline 5 & ,
\end{array}, \begin{array}{|l|l|}
\hline 2 & 8 \\
\hline 3 & 9 \\
\hline
\end{array}, \quad \begin{array}{|l|l}
\hline 6 & 7 \\
\hline
\end{array}\right] \in \operatorname{ST}(3,1,9)
$$
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## Theorem

The irreducible representations of $G(r, p, q, n)$ are naturally parametrized by pairs $(\mu, \rho)$, where $\mu \in \operatorname{Fer}(r, q, p, n)$ and $\rho \in\left(C_{p}\right)_{\mu}$, the stabilizer of any element in the class $\mu$.
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## Theorem

If $\mu \in \operatorname{Fer}(r, q, p, n)$ the multiplicity of the representation $(\mu, \rho)$ in $R_{\lambda}^{G}$ is equal to

$$
\mid\{T \in \operatorname{ST}(r, q, p, n): \mu(T)=\mu \text { and } \lambda(T)=\lambda\} \mid
$$
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## Main theorem

Let $G=G(r, p, q, n)$. The set $\left\{a_{g}(X, Y): g \in G^{*}\right\}$ is a basis for $S_{q}[X, Y]^{\Delta G}$ as $S_{q}[X, Y]^{G \times G}$-module.

This result was known in type A and B only (Garsia-Gessel, F.Bergeron-Lamontagne, F.Bergeron-Biagioli).

## Mahonian distributions

If we consider the Hilbert series with respect to the bipartition degree we have

Corollary
We have
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where $Q^{\lambda}:=q_{1}^{\lambda_{1}} \cdots q_{n}^{\lambda_{n}}$ and similarly for $T$.
and its unrefined version

$$
\frac{\operatorname{Hilb}\left(S_{q}[X, Y]^{\Delta G}\right)}{\operatorname{Hilb}\left(S_{q}[X, Y]^{G \times G}\right)}(q, t)=\sum_{g \in G^{*}} q^{\mathrm{fmaj}(g)} t^{\mathrm{fmaj}\left(g^{-1}\right)}
$$

## Kronecker coefficients

Let $f^{\phi}(Q)$ be the polynomial whose coefficient of $Q^{\lambda}$ is the multiplicity of the irreducible representation $\phi$ of $G$ in $R_{\lambda}^{G}$.

## Theorem (C)

$$
\frac{\operatorname{Hilb}\left(S_{q}[X, Y, Z]^{G^{\times 3}}\right)}{\operatorname{Hilb}\left(S_{q}[X, Y, Z]^{\Delta G}\right)}=\sum_{\phi_{1}, \phi_{2}, \phi_{3}} g_{\phi_{1}, \phi_{2}, \phi_{3}} f^{\phi_{1}}\left(Q_{1}\right) f^{\phi_{2}}\left(Q_{2}\right) f^{\phi_{3}}\left(Q_{3}\right)
$$

## Corollary

$$
\begin{aligned}
& \quad \sum_{g_{1} g_{2} g_{3}=1} Q_{1}^{\lambda\left(g_{1}\right)} Q_{2}^{\lambda\left(g_{2}\right)} Q_{3}^{\lambda\left(g_{3}\right)}=\sum_{T_{1}, T_{2}, T_{3}} g_{\mu\left(T_{1}\right), \mu\left(T_{2}\right), \mu\left(T_{3}\right)} Q_{1}^{\lambda\left(T_{1}\right)} Q_{2}^{\lambda\left(T_{2}\right)} Q_{3}^{\lambda\left(T_{3}\right)} \\
& \text { where } g_{\mu_{1}, \mu_{2}, \mu_{3}}=\sum_{\rho_{1}, \rho_{2}, \rho_{3}} g_{\left(\mu_{1}, \rho_{1}\right),\left(\mu_{2}, \rho_{2}\right),\left(\mu_{3}, \rho_{3}\right) .}
\end{aligned}
$$

## A problem of Barcelo-Reiner-Stanton
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## Corollary

$$
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The unrefined version of the previous corollary

$$
G^{\sigma}(q, t)=\sum_{g \in G^{*}} q^{\mathrm{fmaj}(\sigma g)} t^{\mathrm{fmaj}\left(g^{-1}\right)}
$$

is a solution of a problem posed by Barcelo, Reiner and Stanton.

