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Resonances in the dynamics off4 kinks perturbed by ac forces
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We study the dynamics off4 kinks perturbed by an ac force, both with and without damping. We address
this issue by using a collective coordinate theory, which allows us to reduce the problem to the dynamics of the
kink center and width. We carry out a careful analysis of the corresponding ordinary differential equations, of
Mathieu type in the undamped case, finding and characterizing the resonant frequencies and the regions of
existence of resonant solutions. We verify the accuracy of our predictions by numerical simulation of the full
partial differential equation, showing that the collective coordinate prediction is very accurate. Numerical
simulations for the damped case establish that the strongest resonance is the one at half the frequency of the
internal mode of the kink. In conclusion, we discuss the possible relevance of our results for other systems,
especially the sine-Gordon equation. We also obtain additional results regarding the equivalence between
different collective coordinate methods applied to this problem.

PACS number~s!: 05.45.Yv, 02.30.Jr, 03.50.2z, 63.20.Pw
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I. INTRODUCTION

A century and a half after their discovery, solitons a
solitary waves have proven themselves ubiquitous in nat
arising in many physical applications and leading to ve
important advances in applied mathematics@1,2#. Generally
speaking, it is often the case that the properties of solit
waves are known for certain equations, perhaps integra
that relate to an oversimplified description of different phy
cal systems; subsequently, one is interested to learn
these properties are modified if terms initially neglected
included as perturbations of the original equation. In m
cases, this is a very complicated problem, and shedding
on it usually requires the use of approximate analytical
proaches. One of the most succesful and widely applicabl
these approaches is the collective coordinate technique
rather, the family of collective coordinate techniques@3,4#.
The main merit of these procedures is the drastic reductio
the number of degrees of freedom involved in the proble
from the multiplicity of them in the original partial differen
tial equation to the dynamics of a few degrees of freedo
governed by ordinary differential equations. Quite co
monly, the reduction is done to a single degree of freed
which, in general, can be identified with the center of t
waveX(t) or its velocityV(t), as first proposed in the mid
1970s,@5,6#. This amounts to mapping the motion of solito
or solitary waves to the motion of a pointlike~perhaps rela-
tivistic! particle with an effective mass@7#. Surprisingly, this
dramatic simplification leads to excellent results for ma
systems@3,4#. However, there are perturbations which, wh
acting on solitary waves, change not only the position of
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center of mass of the kink but also its width, as suggeste
Ref. @8#. In addition, some radiation can appear in the wav
a phenomenon that can render the whole collective coo
nate idea useless as more and more degrees of freedom
excited@9,10#.

As mentioned above, in 1983 Rice@8# developed a new
perturbative method, which he applied to two well-know
nonlinear Klein-Gordon problems, thef4 and the sine-
Gordon equations@1,2#, in order to account for variations o
the width of their kink solutions under perturbations.
Rice’s approach, the collective coordinates are the kink c
ter X(t) and its widthl (t). His results pointed out that when
in those systems, the kink is subject to ‘‘some perturbation
~sic! the simple translational motion of the kink center can
coupled to an oscillatory motion of the width of the wav
whose frequency he obtained by means of a variational
proach. Interestingly, for thef4 equation this so-called Rice
frequencyVR practically coincides with the frequencyV i of
the kink internal mode~one of the modes of linear excita
tions around the kink, corresponding to a nonzero eigenva
in the discrete spectrum; see, e.g., Ref.@11#!. Conversely, for
the sine-Gordon~sG! case,VR turns out to be within the
phonon spectrum and, furthermore, the sG kink does
have an internal mode~its only eigenvalue in the discret
spectrum is zero, corresponding to a Goldstone mode@5#!.
For this reason, the deformation of the kink width due to t
internal mode was studied extensively in thef4 equation
and, among other interesting results, we now know that
internal mode is able to store and transfer the energy inf4

kink-antikink collisions@12#, in the interaction off4 kinks
with impurities @13#, or in the case when thef4 kink is
subject to a periodic spatially modulated potential@14#. This
exchange of energy between the internal and translatio
modes, or among the internal mode and the modes of
impurities, explains the resonances that take place in
above perturbedf4 systems.
5695 ©2000 The American Physical Society



s

e
ic

-
c

n
oc
th
-
e
ns
a

no
u

a

in
llin
g

m
ca
c

ol
t
n,

al
ng
ou
fo

di
o
s
th

d

t to

be
ve
e

he
the
we
al
the
k
so
s
ter-
d.

inds
s of
onse-

in
ur
ri-
p-

es

of

5696 PRE 62QUINTERO, SÁNCHEZ, AND MERTENS
In view of these results, a question that naturally arise
the possible existence of resonances of thef4 kink when
perturbed by external ac forces: a problem that has not b
considered so far, and that relates to a number of phys
contexts. Very recently, we showed@15# that a strong reso
nance arises when thef4 system is subject to an external a
force of the formf (t)5e sin(dt1d0), with d close toV i /2,
while in the case thatd5V i this resonance is weak and eve
disappears for an appropriate choice of the initial kink vel
ity and the parameters of the driving force. However,
work reported in Ref.@15# contained mostly numerical re
sults, and only an intuitive explanation of this striking ph
nomenon in terms of the collective coordinate equatio
therefore, our aim in this paper is to provide a full analytic
treatment of those equations~for the undamped case! in or-
der to better understand the anomalous resonance phe
enon. In addition, in doing so we will be already carrying o
the same analysis for the sG equation, which may be
interest in order to clarify the question of the existence of
internal quasimode for this equation@16#. We deal with these
issues throughout the paper according to the follow
scheme: In Sec. II we use the so called generalized trave
wave ansatz~GTWA! @17# to obtain the equations governin
the dynamics of the kink center and width~which is associ-
ated to the excitation of the internal mode!. In Sec. III we
thoroughly analyze those equations in the absence of da
ing, identifying all the possible resonances and their lo
tions as a function of the equation parameters. We then fo
on the most interesting resonances, namely, those atV i /2
andV i . For the damped case we have not been able to s
the equation forl (t) analytically, but in Sec. IV we presen
numerical simulations of the full partial differential equatio
confirming that the resonance atV i /2 remains for weak
damping, while the resonance atd'V i disappears for any
damping value. Additionally, in that section we compare
our analytical results to the numerical simulations, findi
excellent agreement. Finally, in Sec. V we summarize
results and discuss their implications for other systems,
cusing especially on the sG kink dynamics. In an appen
we prove the equivalence of the GTWA to a different pr
cedure to obtain collective coordinate equations, which u
the momentum and the energy of the system similarly to
classical approach in@6#.

II. COLLECTIVE COORDINATE APPROACH

The dynamics off4 kinks subject to a periodic force
f (t)5e sin(dt1d0) is governed by the equation

f tt2fxx2f1f352bf t1 f ~ t !, ~1!

whereb is the damping coefficient, ande, d, andd0 repre-
sent the amplitude, frequency, and phase of the perio
force, respectively.

In order to apply the GTWA, first proposed in Ref.@17#,
we rewrite Eq.~1! in the following way:

ḟ5
dH

dc
, ~2!
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dH

df
1F~x,t,f,f t , . . . !, ~3!

wherec5ḟ, the dot represents the derivative with respec
time, F(x,t,f,f t , . . . )52bḟ1 f (t), andH is the Hamil-
tonian of the system with the corresponding potentialU(f)
5(f221)2/4 whene andb are zero:

H5E
2`

1`

dxH 1

2
c21

1

2
fx

21U~f!J . ~4!

We now assume that the solution of Eqs.~2! and~3! has the
form

f~x,t !5f@x2X~ t !,l ~ t !#, ~5!

and, hence, from the definition ofc we have that

c~x,t !5c@x2X~ t !,l ~ t !,Ẋ, l̇ #. ~6!

Here f describes the soliton shape, whose center will
given byX(t), and where we introduced a second collecti
variablel (t) which will represent the kink width, as we se
below. This ansatz takes into account thatl can be different
from the Lorentz-contracted width due to the action of t
external force. Since the internal mode is related with
kink width, we can expect that by using this approach
will be able to explain the kink motion when the intern
mode is excited. However, the linearized problem around
initial kink solution tells us that perturbations of the kin
cannot only shift its position or change its width, but al
make it emit radiation@11#. We have not considered thi
effect, and therefore the ansatz is only valid when the ex
nal force is so small that practically no radiation is emitte
Since the frequencies of the discrete internal modeV i

5A3/2 and the continuum phonon bandvp5A21k2/2 are
separated from each other, one can expect that the two k
of modes are excited at different values of the parameter
the external force; then, when resonances appear as a c
quence of the excitation of the internal mode, one can
principle neglect the effect of radiation. In any event all o
analytical results will have to be confirmed later by nume
cal simulations, which will show whether or not this assum
tion is correct.

To obtain the equations for our collective coordinat
X(t) andl (t), we will follow Ref. @17# ~see the Appendix for
another possible derivation!. First, we insert Eqs.~5! and~6!
into Eq. ~2! and ~3!, and then multiply the first obtained
equation by]c/]X and the second by]f/]X; subtracting
both expressions and integrating we arrive at the system
equations

E
2`

1`

dx
]f

]X

]c

]Ẋ
Ẍ1E

2`

1`

dx @f,c# l̇ 1E
2`

1`

dx
]f

]X

]c

] l̇
l̈

2Fstat~X!5E
2`

1`

dx F~x,t,f,f t , . . . !
]f

]X
, ~7!

with
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@f,c#5
]f

]X

]c

] l
2

]f

] l

]c

]X
, ~8!

Fstat52E
2`

1`

dx H dH

df

]f

]X
1

dH

dc

]c

]XJ
52E

2`

1`

dx
]H
]X

52
]E

]X
, ~9!

whereE represents the energy of the system,H is the Hamil-
tonian density, andFstat is the static force due the extern
field or other solitons, equal to zero for the above Ham
tonian. In order to obtain the second equation of motion,
proceed as in the previous equation and begin by inser
Eqs. ~5! and ~6! into Eqs.~2! and ~3!; then we multiply the
first and second equations by]c/] l and]f/] l , respectively;
finally we take the difference and integrate, thus finding

E
2`

1`

dx @c,f#Ẋ1E
2`

1`

dx
]f

] l

]c

]Ẋ
Ẍ

1E
2`

1`

dx
]f

] l

]c

] l̇
l̈ 2Kint~X!

5E
2`

1`

dx F~x,t,f,f t , . . . !
]f

] l
, ~10!

where

Kint~ l , l̇ ,Ẋ!52E
2`

1`

dx
]H
] l

52
]E

] l
. ~11!

By this procedure, we have obtained two coupled seco
order ordinary differential equations forX(t) andl (t), where
up to now we have not imposed any condition on the soli
shape; however, to solve Eqs.~7!–~11! we need an explicit
functional dependence off(x,t). Following Rice @8#, we
assume that

f~x,t !5f0@x2X~ t !,l ~ t !#5tanhFx2X~ t !

l ~ t ! G , ~12!

wheref05tanh@x2X0 /l0# is the static kink solution of the
f4 system, centered atX0 and of widthl 05A2. Substituting
Eq. ~12! into Eqs.~7!–~11! and integrating overx, we obtain

M0l 0

Ẍ

l
2M0l 0

Ẋl̇

l 2
5Fstat~X!2bM0l 0

Ẋ

l
1Fex , ~13!

aM0l 0

l̈

l
1M0l 0

Ẋ2

l 2
5Kint~ l , l̇ ,Ẋ!2baM0l 0

l̇

l
1K,

~14!

where

Fex5E
2`

1`

dx f~ t !
]f

]X
52q f~ t !, Fstat50, ~15!
-
e
g

d-

n

K5E
2`

1`

dx f~ t !
]f

] l
50, Kint52

]E

] l
, ~16!

E5
1

2

l 0

l
M0Ẋ21

1

2

l 0

l
aM0 l̇ 21

1

2
M0S l 0

l
1

l

l 0
D , ~17!

with a5(p226)/12, q52 and M054/(3l 0). Denoting
P(t)[M0l 0Ẋ/ l , Eq. ~13! can be written as

dP

dt
52bP2q f~ t !. ~18!

It is interesting to note that this equation may also be
tained by applying the McLaughlin-Scott procedure@6# with
one collective variable only corresponding to the center
the kink. As shown in Ref.@18#, for the sG kink dynamics
this is an excellent description of the kink motion, and w
have verified that it also describes thef4 kink motion under
ac forces away from the resonances we will find and disc
below. Its solution is given by

P~ t !5
q e

~b21d2!
@d cos~dt1d0!2b sin~dt1d0!#

1exp~2bt !H P~0!1
q e

~b21d2!
@b sin~d0!

2d cos~d0!#J . ~19!

From Eq.~14! the equation that holds for the widthl (t) is

a@ l̇ 222l l̈ 22b l l̇ #5
l 2

l 0
2 F11

P2

M0
2G21. ~20!

Note that the termP(t)2 in Eq. ~20! involves two frequen-
ciesd and 2d whenb50, whereas forbÞ0 and after some
transient time the only frequency that remains is 2d. Further-
more, the term with frequencyd vanishes forb50 and an
appropriate choice of initial parameters. This equation rep
sents a nonlinear, damped, and parametrically excited o
lator. To solve Eq.~20! we provide the change of variable
l (t)5g2(t), proposed in Ref.@19#, which transforms the
above equation into an Ermakov-type~or Pinney-type! equa-
tion ~see Ref.@20#, and references therein!. Then the equa-
tion for g(t) reads

g̈1bġ1F S V

2 D 2

1S V

2M0
D 2

P2Gg5
1

4ag3
,

~21!

g~0!5Al sÞ0, ġ~0!5
l̇ ~0!

2Al s

,

where V51/Aa l 051.2452 is equal to the Rice frequenc
VR51/Aa l s in the case when the kink initially is at rest; th
agrees within 1.7% withV i5A3/251.2247. We have no
been able to solve Eq.~21! analytically, except whenb
50. Section III is devoted to a detailed analysis of that ca
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we will come back to the nonzerob problem when discuss
ing our numerical results in Sec. IV.

III. UNDAMPED KINK: bÄ0

Whenb50, Eq. ~21! reads

g̈1F S V

2 D 2

1S V

2M0
D 2

P2Gg5
1

4ag3
, ~22!

where P(t) is given by P(t)5l1qe cos(dt1d0)/d, with l
[M0g0u(0)/l s2qe cos(d0)/d. We thus see that the functio
P(t)2 in Eq. ~22! involves trigonometric functions with fre
quenciesd and 2d if and only if lÞ0. Conversely, when
l50 the only frequency that remains in the functionP(t)2 is
2d. Interestingly, we note that the relationl50 coincides
with the condition for the oscillatory motion of the center
the kink, obtained by using the McLaughlin-Scott approa
in the absence of dissipation@18#. The solution of Eq.~22!
@21# is

g~ t !5Av1
21

1

4aW2
v2

2, ~23!

wherev1(t) andv2(t) are two independent solutions of th
linear part of Eq.~22!. W5 v̇1v22 v̇2v1 is the Wronskian,
which in this case is a constant and can be calculated by
initial conditions for v i ( i 51,2), which arev1(0)5Al s,

v̇1(0)5 l̇ (0)/(2Al s), v2(0)50, andv̇2(0)5constÞ0.

A. lÄ0: resonance atdÉVRÕ2

If one denotest5dt1d0, and setsl50 in the linear part
of Eq. ~22!, after some manipulations we arrive at the fo
lowing Mathieu equation for thev i functions:

v i91@a12u cos~2t!#v i50,
~24!

a5S V

2d D 2F11
q2e2

2d2M0
2G , u5S V

2d D 2 q2e2

4d2M0
2

,

h

he

where the prime denotes the derivative with respect tot.
Note that the initial conditions forv i(t) becomev1(d0)
5Al s, v18(d0)5 l̇ (0)/(2dAl s), v2(d0)50, and v28(d0)

5 v̇(0)/d. The solution of Eq.~24! ~see Ref.@22#! for v1(t)
andv2(t) can be expressed as a linear superposition of
two Mathieu functionscen andsen with a noninteger index
n, i.e.,

v i~t!5Aicen~t,2u!1Bisen~t,2u!, i 51,2, ~25!

where

Ai[
DAi

D
, Bi[

DBi

D
, ~26!

and

D5cen~d0 ,2u!sen8~d0 ,2u!2cen8~d0 ,2u!sen~d0 ,2u!,

DAi
5v i~d0!sen8~d0 ,2u!2v i8~d0!sen~d0 ,2u!,

DBi
5v i8~d0!cen~d0 ,2u!2v i~d0!cen8~d0 ,2u!,

with the constraint~characteristic curve for Mathieu func
tions!

a5n21
1

2~n221!
u21O~u4!. ~27!

From Eqs.~23!, ~25!, and~26!, and taking into account tha
t5dt1d0, we obtain that the kink widthl (t) is given by

l ~ t !5g25v1
2~ t !1

1

4aW2
v2

2~ t !, ~28!

v i~ t !5Aicen~dt1d0 ,2u!1Bisen~dt1d0 ,2u!, i 51,2,

~29!

where
Ai[

v i~0!
.

sen~d0 ,2u!2 v̇ i~0!sen~d0 ,2u!

@cen~d0 ,2u!
.

sen~d0 ,2u!2
.

cen~d0 ,2u!sen~d0 ,2u!#

,

~30!

Bi[2

v i~0!
.

cen~d0 ,2u!2 v̇ i~0!cen~d0 ,2u!

@cen~d0 ,2u!
.

sen~d0 ,2u!2
.

cen~d0 ,2u!sen~d0 ,2u!#

,

W52Al sv̇2~0!, ~31!
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and the characteristic curve@Eq. ~27!# for our initial param-
eters can be written up to ordere2 as

d5
VR

2n
2

q2n cos~2d0!

2M0
2g0

2VR

e21O~e4!. ~32!

To obtain a better approximation, we need to take into
count more terms of the above series, so in Fig. 1 we plot
solid lines, the characteristic curves obtained numeric
with MATHEMATICA 3.0 @23#, for n51/2 and 3/2 whenu(0)
50 and d05p/2. Note that whenn5m1p/s is rational,
with m an integer number andp/s a rational fraction (0
,p/s,1), v1(t) or v2(t) are 2ps periodic functions ifp is
odd, andps-periodic functions ifp is even, however, for
irrationaln both functions will be nonperiodic, but bounde
solutions@22#.

If we know l (t), then from the solutionP(t) @Eq. ~19!#

we can calculate the velocityẊ5P(t) l (t)/(M0l 0) for the
kink center. Since the momentumP(t) is a periodic function
and the kink widthl (t) at least is a bounded function,Ẋ is
bounded as well. For instance, if we taken51/2 in Eq.~32!,
the frequency of the external force,

d5VR2
q2 cos~2d0!

4M0
2g0

2VR

e21O~e4!,

is very close toVR'V i if e!1 ~see Fig. 1!, and l (t) is a
function of the square of the 4p/d-periodic solutionsse1/2
andce1/2, respectively, thus the velocity of the kink cente
Ẋ(t), and the energyE(t) will also be bounded functions fo
d5d(e).

If we try to find, e.g., 2p-periodic solutions of Eq.~24!,
we obtain that in this case the two independent solutions

FIG. 1. Characteristic curvesd5d(e) corresponding to Eqs
~32! ~upper solid line!, ~33!, and~34! ~upper dashed lines! for zero
initial kink velocity andd05p/2. The lower solid line is related
with solutions~28!–~31! whenn53/2. The lower dashed lines ar
the characteristic curves of the integer Mathieu functions withn
52. Shadowed regions represent unstable solutions of Eq.~24!.
-
as
ly

re

related to the integer Mathieu functionsse1 andce1. How-
ever, these two solutions appear when the character
curvea(u) is

a511u2
u2

8
2

u3

64
2

u4

1536
1•••

for the even Mathieu functionce1, and

a512u2
u2

8
1

u3

64
2

u4

1536
1•••

for the odd Mathieu functionse1. Since the values ofa are
different for each of the functionse1 and ce1, these func-
tions are not solutions of the same equation except wheu
50. Although se1 and ce1 are not solutions of Eq.~24!
@recall that in order to findl (t) we need to calculate two
independent solutions of Eq.~24!#, the characteristic curve
of these solutions separate the unstable and stable solu
of the Mathieu equation~24!, and can be rewritten as

d25
VR

2
2Fq2 cos~2d0!

2M0
2g0

2VR

1
q2

4M0
2g0

2VR
Ge2 ~33!

and

d15
VR

2
2Fq2 cos~2d0!

2M0
2g0

2VR

2
q2

4M0
2g0

2VR
Ge2, ~34!

respectively. Interestingly, we note that the width of the u
bounded region,

Dd[d12d25
q2e2

2M0
2g0

2VR

,

decreases when the initial velocity increases, and con
quently we will focus on the caseu(0)50 in our numerical
simulations below, as the resonance is then easier to obs
The curvesd1 andd2 @Eqs.~33! and~34!# are plotted in Fig.
1 for zero initial velocity andd05p/2, where the shadowed
region represents the region wherel (t) is unbounded. Analo-
gously, we can obtain other characteristic curves, related
ther to integer Mathieu functionssen andcen (nPN), or to
noninteger Mathieu functionssen andcen . In view of this,
the above analytical results lead us to expect that ifd is close
to VR'V i , l (t), u(t), and the energy should be oscillato
~or, at least, bounded! functions; whereas ifd'VR/2
'V i /2 the kink width l (t) increases indefinitely, and sinc
the energy and velocity are proportional tol (t) @see Eqs.
~19! and ~17!# we should observe that these functions
crease with time as well.

B. lÅ0: resonances atdÉVRÕ2, VR

When lÞ0, the linear part of Eq.~22! becomes, in a
manner similar to the procedure leading to Eq.~24!, a more
general Mathieu equation@24#, namely,

g91@b12u1e2 cos~2t!12u2e2 cos~4t!#g50, ~35!

where
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b5S V

d D 2F11
q2e2

2d2M0
2

1
l2

M0
2G ,

u15S V

d D 2 lq2

d2M0
2

, u25S V

d D 2 q2

4d2M0
2

,

and the prime denotes the derivative with respect tot5(dt
1d0)/2. According to Floquet theory@25#, Eq. ~35! has nor-
mal solutions of the formg5exp(st)F(t), whereF(t) is a
p-periodic function ands is the characteristic exponent. Ex
pandingF(t) in a Fourier series, the functiong can be re-
written asg5(n52`

1` Fn exp@(s12ni)t#, where Fn are the
coefficients of the above series. Therefore, the transi
curves separating stability from instability correspond tos
50 (p-periodic solutions! ands5 i (2p-periodic solutions!
@26#. Now we will apply the method of strained paramete
@25# to determine the values ofb, u1, andu2 corresponding
to these values of the characteristic exponent. First we
sume that the solutions of Eq.~35!, which have periodp or
2p, and the transition curvesb5b(e) can be written in the
form of perturbation expansions as

g~t!5g01e2g11e4g21O~e6!,
~36!

b5b01e2b11e4b21O~e6!.

Second, substituting Eq.~36! into Eq. ~35! and equating the
coefficients of the same order ofe to zero, we obtain

Lg050, ~37!

Lg152b1g022u1 cos~2t!g022u2 cos~4t!g0 , ~38!

Lg252b1g12b2g022u1 cos~2t!g122u2 cos~4t!g1 ,
~39!

whereL represent the second-order linear differential ope
tor L5(d2/dt2)1b0. The solution of Eq.~37! is

g05A cos~Ab0t!1B sin~Ab0t!, ~40!

where b054n2 for the p-periodic solutions andb05(2n
21)2 for the 2p-periodic solutions;n is an integer number
andA andB are constants.

For thep-periodic solutions we will analyze the casen
51, corresponding tob054; we note that the casen50 is
not possible due to the definition of our parameterb. When
b054, g05A cos(2t)1Bsin(2t). For g1 to be ap-periodic
function it is necessary to eliminate the secular terms in
~38!, imposing eitherb15u2 and A50 or b152u2 and B
50. Then the transition curves corresponding to the so
tions

g15B sin~2t!1B e2Fu1

20
sin~4t!1

u2

32
sin~6t!G ~41!

and

g25A cos~2t!1Ae2F2u1

4
1

u1

12
cos~4t!1

u2

32
cos~6t!G

~42!
n

s-

-

q.

-

can be shown to be

b546e2u2 ,

or, alternatively,

d15
VR

2
2

qu~0!cos~d0!

M0g0
e1F 3q2

4M0
2g0

2VR

1
q2 cos~2d0!

2M0
2g0

2VR
Ge2,

~43!

d25
VR

2
2

qu~0!cos~d0!

M0g0
e1F 5q2

4M0
2g0

2VR

1
q2 cos~2d0!

2M0
2g0

2VR
Ge2,

respectively. Since these curves start frome50 andb54,
we are analyzing the transition curves when the frequenc
the ac force is close to half the value ofVR . Hence the
resonance atd'V i /2'VR/2 appears much as in the casel
50, even whenlÞ0. Let us remark that, for a givene, the
distance between these two curvesd5d(e) is

q2e2

2M0
2g0

2VR

;

so when the velocity increases, the unstable region is
rower, as we found above in the case whenl50.

The other transition curves are related to the 2p-periodic
solution of Eq.~37!, g05A cos(t)1Bsin(t), which appears
whenb051 (n51). In this caseg1 will be a periodic func-
tion if b15u1 andA50 or b152u1 andB50. Hence the
transition curves starting fromb51 are

b516e2u1 ,

or, equivalently,

d75VR2
qu~0!cos~d0!

M0g0
e1F q2

2M0
2g0

2VR

1
q2 cos~2d0!

4M0
2g0

2VR
Ge2

7
q2l

2M0
2g0

2VR

e2, ~44!

and correspond to the solutions

g25B sin~t!1Be2Fu12u2

8
sin~3t!1

u2

24
sin~5t!G ,

~45!

g15A cos~t!1Ae2Fu11u2

8
cos~3t!1

u2

24
cos~5t!G ,

~46!

respectively. These solutions, and their corresponding c
acteristic curves, are related to the driving frequencyd close
to VR . Finally, in this case we have

Dd[d12d25
q2le2

M0
2g0

2VR

,

which means, as above, that for a fixedl, Dd decreases
whenu(0) is increased.
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In summary, we have found here that whenlÞ0 and we
drive the system with a frequency close toVR , the solutions
will be unstable in the region between curvesd1 and d2 .
Note that forl50 we recover the previous results, i.e., the
are no resonances atd'VR .

IV. NUMERICAL VERIFICATION

The results we obtained in Sec. III were derived with
the collective coordinate assumption that we can describ
the kink dynamics by the two variablesX(t) and l (t), all
other degrees of freedom being negligible. As there is
way to knowa priori that this is indeed the case, we have
verify this hypothesis by numerical simulations of the fu
partial differential equation. Furthermore, we have not be
able to solve the collective coordinate equations for
damped (bÞ0) case; it is reasonable to expect that in t
situation phenomena similar to those found for the u
damped case will arise, but insofar as it has not b
checked, this assertion remains a conjecture.

In view of the above considerations, we have compu
the numerical solution of the partial differential equations~2!
and ~3! by using the Strauss-Va´zquez scheme@27# and
choosing a total length for our numerical system ofL
5400, with stepsDt50.01, Dx50.1, free boundary condi
tions, and simulating up to a final time equal to 25 000 w
a kink at rest as initial condition. In addition, we have fix
the amplitudee50.01 and the phased05p/2 of the ac force,
and then changed the value of the driving frequencyd in
order to see the resonances. We note that there are m
other parameters we could change, such as the initial ve
ity, the driving amplitude, or the driving phase, but as o
main goal in this section is to assert the validity of the ge
eral analytical results obtained above we prefer to conc
trate on a few cases as mentioned. In all our simulations
have chosen the initial parameters in such a way thal

FIG. 2. Verification of the collective coordinate method in t
absence of damping. The solid line was obtained from Eqs.~18! and
~20!, and represents the values of the velocity of the kink cente
given by the collective coordinate approach; the points are the
locities of the center of the kink from the numerical simulations
Eqs.~2! and~3! by using the Strauss-Va´zquez scheme, starting from
a kink at rest and with forcef (t)50.01 sin(1.21t1p/2). The ve-
locity function is represented only fromt524 900 to the final time
t525 000, but the same behavior of this function is observed d
ing the whole run.
all
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n
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e

50, because whenlÞ0 the kink moves to the right or to th
left, and then for large times the kink will leave our finit
system. For the aforementioned values of initial parame
the width of the resonance regionDd5d12d2 , predicted
at d'VR/2'V i /2 in Sec, III A, @see Eqs.~33! and ~34!#, is
of the order of 1024. For this reason we have explored th
regions aroundV i and V i /2 in an interval of that order.
Finally, we mention that with the Strauss-Va´zquez method
one can very accurately compute the position and velocity
the kink center using the integrals of energy and momen
@28#; thus this is a good numerical method in order to co
pare with our analytical predictions.

First of all, in order to verify the results obtained b
means of the GTWA with two independent collective coo
dinates, the position and width of the kink, we have stud
the region aroundd.V i51.2247, i.e., the driving frequenc
for which we do not expect any resonances whenl50;
hence the width and the velocity should at least be boun
functions. We have verified that this prediction is in exc
lent agreement with the numerical simulations, an exam
of which is shown in Fig. 2. In this plot, we can see that t
velocity is indeed an oscillatory function, and even for lar
times our theoretical approach correctly describes the ev
tion of the velocity of the center of mass of the kink. Oth
values close tod51.21 behave very much like the present
example.

The next test of our analytical results of course has to
the existence of a resonance nearV i /2. For frequenciesd
aroundVR/2, our collective variable approach has predict
that the width l (t) increases unboundedly, and hence t
velocity and energy should increase as well. Again, the p
diction is fulfilled, but forV i /2 instead ofVR/2: In the nu-
merical simulations we have observed that in this cas
resonance takes place whend.V i /250.6124. As a specific
example, the results for the kink energy ford50.6104 and
0.608 are plotted in Fig. 3, clearly showing a resonant
crease of the energy in the former case and an oscilla

s
e-
f

r-

FIG. 3. Kink energy when the frequency of the driving forced
is close toV i /2. The parameters of the numerical simulations of t
full partial differential equations, Eqs.~2! and ~3!, are b50, e
50.01, d05p/2, u(0)50, d50.6104~upper curve, resonantly in
creasing energy!, d50.608~lower curve, nonresonant oscillations!,
L5400, Dx50.1, andDt50.01. Note that half of the Rice fre
quency isVR/250.6226, and half of the frequency of the intern
mode isV i /250.6124.
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behavior in the latter. Interestingly, at resonance the velo
also does not have an oscillatory behavior as depicted in
4, in contrast to the behavior off-resonance we found in F
2 for d51.21. Such a nonperiodic evolution of the kink v
locity implies that the kink motion is chaotic, as we fir
found in Ref.@15# and eventually the kink begins emittin
radiation. As we discussed in Ref.@15#, we believe that this
phenomenon has its origin in the energy transfer from
kink internal mode to the rest of modes in the system
mechanism already demonstrated in Refs.@12,14#; intu-
itively, the reason for this is that the collective coordina
prediction that the kink width grows without limit cannot b
physically true due to the very nature of the kink, and hen
when the internal mode excitation reaches large values
energy ends up being transferred to the rest of the avail
modes~translation and radiation!.

After checking our analytical results for the undamp
case, we now have to turn to the damped (bÞ0) dynamics,
in order to find out whether the same phenomena arise th
Simulations for the damped case show that the energy o
system also increases when resonance takes place~see Fig.
5!, but in this case the energy is bounded due to the diss

FIG. 4. Upper panel: Velocity of the kink center computed fro
the numerical solution of the partial differential equation when
frequency of the driving is close to half of the internal mode f
quency (d50.6104),b50, e50.01,d05p/2, andu(0)50. After
some time the velocity function departs from its oscillatory beh
ior, which was transiently exhibited at the beginning of the run, a
develops chaotic features. Lower panel: discrete Fourier trans
of the signal in the upper panel.
ty
ig.
.

e
a

,
he
le

re.
he

a-

tion, reaches an asymptotic value, and thus does not incr
indefinitely as in the absence of damping. For a compari
of both situations we have computed the mean energy in
time interval 10 000,t,25 000 with and without damping
and our results are summarized in Figs. 6 and 7. Fob
50.001 ~see the points on the solid line in Fig. 6! we have
found that the energy increases atd50.6103, whereas for
b50 ~see the points on the dashed line in Fig. 6! the reso-
nance frequency isd'0.6102.

As mentioned above, the numerical solutions of the f
partial differential equation show that the resonance ad
'V i /2 also takes place forbÞ0, whereas whend'V i ~see
Fig. 7! the resonance disappears. Let us recall that in all
simulations we have chosenu(0)50 ~and hence the reso
nant region should be the widest possible one! and d0
5p/2 in such a way thatl50. In the case whenl vanishes
we cannot expect any resonances atd'V i . Nevertheless, in
Fig. 7 it is clear that the energy increases weakly in t
region. We believe that this maximum of the energy is pro

FIG. 5. Resonance in the presence of damping: kink energy
frequencyd50.6103 obtained from numerical simulations of Eq
~2! and ~3!, with e50.01, b50.001,u(0)50, andd05p/2.

FIG. 6. Resonance atV i /2. Mean energy of the system, com
puted by averaging the energy in the numerical simulations of
partial differential equations fort.10 000, with the final time equa
to 25 000;e50.01,d05p/2, andu(0)50. Dashed line: undamped
case,b50; solid line: damped case,b50.001.
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ably due to the fact that the condition for the suppression
the resonance atd'V i is extremely difficult to fulfill nu-
merically. On the other hand, it is also possible that t
condition, which has been obtained within the collective c
ordinate framework, is only approximately true, and the
fore when we choosel50 we are beginning with an initia
condition close to the one needed for a complete suppres
of the resonance but not exactly there; hence we would
see the small bump in Fig. 7. Another possible reason for
peak is that it is possible that whenl50 at d'V i'VR a
resonance appears in the next order corrections~see the work
of Segur@29#, in which the frequency 2V i arises, and could
then be parametrically excited byd5V i). Were this the
case, this ‘‘weaker resonance,’’ that completely disappe
for bÞ0 ~see the solid line in Fig. 7!, is the resonance tha
we can expect either forl'0 in the partial differential equa
tion or for l50 and large enough times.

V. CONCLUSIONS

We have shown analytically and numerically that the
ternal mode of thef4 model can be excited if we drive th
system with an ac force of a frequency close to 1/2 of
internal mode frequency. This is a very surprising result,
the driving we apply to the system is not parametric.
resonance, as a consequence of the increment of the en
of the system, the kink initially at rest begins to move ch
otically @15# and also begins to radiate, i.e., the energy
transferred from the internal mode to the translational a
radiational ones. The chaotic motion is confirmed by not
that, when the internal mode is excited atd'V i /2, in the
discrete Fourier transform of the kink’s velocity~see Fig. 4!
we see some frequencies in the low frequency part of
spectrum aside from the frequency of the ac force,d. What
is more important, we have presented a full analysis of
collective coordinate theory for this problem, whose valid
has undoubtedly been confirmed by numerical simulation
the full partial differential equation. In particular, in the a
sence of damping we have been able to find all the re
nances, as well as their dependence on the kink initial c

FIG. 7. Resonance atV i . Mean energy of the system, compute
averaging the energy in the numerical simulations of the pa
differential equations fort.10 000, with the final time equal to
25 000; e50.01, d05p/2, u(0)50, b50 ~dashed line!, and b
50.001~solid line!.
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ditions, analytically. On the other hand, we have also sho
that the resonance atd'V i can be suppressed if we add
small damping to the system, or by an appropriate choice
initial parameters of the ac force. We have verified in o
simulations that ford'V i the lower radiational modes ar
excited; for this reason the energy in Fig. 7 increases whed
increases. Of course, this excitation of the lowest phon
cannot be explained within the present collective coordin
theory; a much more involved approach including phon
effects ~as in Ref.@30# for the sG model! would probably
account for that resonance.

Beyond the application of our results to thef4 kink dy-
namics, we believe that the same phenomenology will a
in other systems for which internal modes are present~as, for
example, in the double sG equation@31#!. The analysis we
presented can be straightforwardly extended to this syst
and it is quite likely that similar resonance effects will aris
as well as in other models with the same feature of inter
modes. A related interesting question concerns the app
bility of these results to the sG equation. As we mentioned
Sec. I, our calculation applies directly to the sG equation,
in this system the kinks do not possess internal mod
Therefore, the identificationV i'VR we made for thef4

kink is no longer available, and, what is worse, the putat
VR lies within the phonon band. However, it has been
ported that close toVR sG kinks might exhibit a quasimod
@16# with a very long life. If such a mode indeed exist
which is still in doubt since no other reports of its existen
have been published, it could be found, as we have don
this paper, by looking at resonances of half its frequen
which would beoutsidethe phonon band. Work along thes
lines is in progress@32#.
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APPENDIX A: EQUIVALENCE OF COLLECTIVE
COORDINATE METHODS

In this appendix we demonstrate that the GTWA, t
method we used in Sec. II to obtain the collective coordin
equations, is equivalent to using the variation of the mom
tum and the energy of system~1!. First of all, from Eqs.~7!
and ~10! we can obtain the variation of the momentum a
energy of the perturbedf4 equation. Combining the firs
three terms of Eq.~7!, and doing some straightforward tran
formations the equation for the momentum can be recas
the forms

dP

dt
52E

2`

1`

dx
]H
]X

1E
2`

1`

dx F~x,t,f,f t , . . . !
]f

]X
,

~A1!

P~ t !52E
2`

1`

dx fxf t .

l
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Furthermore, if instead of Eq.~10! we add Eq.~7!, rewritten
as

E
2`

1`

dx
]f

]X

]c

]Ẋ
Ẍ1E

2`

1`

dx@f,c# l̇ 1E
2`

1`

dx
]f

]X

]c

] l̇
l̈

2Fstat~X!2E
2`

1`

dx F~x,t,f,f t , . . . !
]f

]X
50,

multiply this equation byẊ, and the expression obtaine
from Eq. ~10! by l̇ , we conclude that Eq.~10! is equivalent
to

dH

dt
5E

2`

1`

dx F~x,t,f,f t , . . . !
df

dt
,

~A2!

H~ t !5E
2`

1`

dxH fx
2

2
1

f t
2

2
1U~f!J .

This implies that when we apply the GTWA in those syste
we are, in fact, varying the momentum,

dP

dt
52

d

dtE2`

1`

dx fxf t52E
2`

1`

dx@fxtf t2fxf tt#,

~A3!

and the energy,

dH

dt
5

d

dtE2`

1`

dxH 1

2
fx

21
1

2
f t

21U~f!J
5E

2`

1`

dx$fxfxx1f tf tt1U8~f!f t%, ~A4!

where

f~x,t !5f@x2X~ t !,l ~ t !#,
~A5!

f t[c~x,t !5c@x2X~ t !,l ~ t !,Ẋ~ t !, l̇ ~ t !#.

Moreover, we can also start from Eqs.~A3!, ~A4!, and
~A5!, and obtain Eqs.~7! and~10!. Doing this we only need
to take into account that there are at least two different w
of transforming the above integrals: in one of them, one s
stitutes Eq.~A5! into Eqs.~A3! and ~A4!, so that

dP

dt
5E

2`

1`

dxH ]f

]X

]c

]Ẋ
Ẍ1@f,c# l̇ 1

]f

]X

]c

] l̇
l̈ J , ~A6!

dH

dt
5ẊE

2`

1`

dxH ]H
]X

1
]f

]X

]c

]Ẋ
Ẍ1@f,c# l̇ 1

]f

]X

]c

] l̇
l̈ J

1 l̇ E
2`

1`

dxH @c,f#Ẋ1
]f

] l

]c

]Ẋ
Ẍ1

]f

] l

]c

] l̇
l̈ J , ~A7!
s

s
-

whereas, in the other one, we first substitute the system
equation~2! and ~3! into Eqs.~A3! and ~A4!, and then as-
sume thatf(x,t) andc(x,t) satisfy Eq.~A5!. Thus

dP

dt
52E

2`

1`

dx
]H
]X

1E
2`

1`

dx F~x,t,f,f t , . . . !
]f

]X
,

~A8!

dH

dt
5ẊE

2`

1`

dx F~x,t,f,f t , . . . !
]f

]X

1 l̇ E
2`

1`

dx F~x,t,f,f t , . . . !
]f

] l
. ~A9!

Eqs.~A6! and~A8! and Eqs.~A7! and~A9!, respectively, we
find that Eqs.~A3! and ~A4! become Eqs.~7! and ~10!, re-
spectively.

Let us note that the connection between the GTWA a
the variation of the momentum and energy gives a phys
interpretation of such a technique, and furthermore, this s
ond method leads more directly to formulas forX(t) and
l (t). Furthermore, if the solution of Eqs.~2! and ~3! for
F(x,t,f,f t , . . . )52bf t1 f (x,t) is a kink centered at
X(t) whose widthl (t) depends on time@Eqs. ~5! and ~6!#,
then Eqs.~A3! and ~A4! become

dP

dt
52bP2E

2`

1`

dx f~x,t !fx , P~ t !5
M0l 0Ẋ~ t !

l ~ t !
~A10!

and

P~ t !l ~ t !

M0l 0
FdP

dt
1bP~ t !1E

2`

1`

dx f~x,t !fxG
1 l̇ F P~ t !2

2M0l 0
1

1

2
aM0l 0S 2 l̈

l
2

l̇ 2

l 2D 1
1

2
M0S 1

l 0
2

l 0

l 2D
1ba

l 0

l
l̇ 1E

2`

1`

du f „lu1X~ t !,t…ufuG50, ~A11!

respectively. The first bracket on the right hand of Eq.~A11!
vanishes because of Eq.~A10!, so the solution of Eq.~A11!

is l̇ 50 or

a@ l̇ 222l l̈ 22b l l̇ #5
l 2

l 0
2 F11

P2

M0
2G211

2l ~ t !2

M0l 0

3E
2`

1`

du f @u l 1X~ t !,t#ufu .

~A12!

In such a way, Eqs.~A10! and ~A12! can be interpreted a
the equations which the collective coordinatesX(t) @P(t)#
and l (t) are satisfied, and they are obtained fromdP/dt and
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dH/dt, respectively. For example, iff (x,t)5e sin(dt1d0) in
Eqs. ~A10! and ~A12!, we recover Eqs.~18! and ~20!, ob-
tained by applying the GTWA in Sec. II.

As a final remark, we point out that, since we have n
used the explicit form for the potential functionU(f) in any
sl,

o
J.

ch

D

.

tt.

.

e

t

moment, the equivalence between these two abo
mentioned methods remains true for any other pertur
nonlinear Klein-Gordon equation of the form of Eqs.~2! and
~3!, when the Hamiltonian of the system is of the form of E
~4!.
and
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@28# S. Jiménez and L. Va´zquez, Appl. Math. Comput.35, 61
~1990!.

@29# H. Segur, J. Math. Phys.24, 1439~1983!.
@30# N.R. Quintero, A. Sa´nchez, and F.G. Mertens, Eur. Phys. J.

16, 361 ~2000!.
@31# Yu.S. Kivshar, D.E. Pelinovsky, T. Cretegny, and M. Peyra

Phys. Rev. Lett.80, 5032~1998!.
@32# N.R. Quintero, A. Sa´nchez, and F.G. Mertens, Phys. Rev.

62, R1 ~2000!.


