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#### Abstract

There are many problems in Graph Theory for finite graphs relating the number of vertices and the number of edges and, therefore, related to the average degree for finite graphs. However, when dealing with real-life problems involving networks, it is often useful to model the situation by using infinite graphs, which can represent extendable systems. In this paper, we will generalize the concept of average degree for infinite graphs in a family of graphs that we call average-measurable. Besides, this new definition allows the generalization of the universal formulae for evaluation of percolation thresholds.
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## I. Introduction

Graph Theory is a tool with many uses in different fields of human knowledge. It is particularly related to networks. We, as authors who deal with them, have a keen interest in road transport networks, since we have been asked to solve a problem of the location of parking areas for dangerous goods in Europe.

However, when trying to solve real problems, scientists may need to develop existing theory beyond the point it has reached so far. In our case, when modeling a road transport network by using a graph, vertices (or nodes) usually correspond to crossroads, while edges represent road sections (where we may be interested in placing a specific service for drivers; see, for example, [13]). In such a situation, the possibility of minimizing the number of roads is relevant. Such roads are usually represented by edges in the models. It is also essential to consider some characteristics which may be related to the presence of certain complete graphs (i.e., graphs including all the possible edges between their vertices). For example, the presence of $K_{3}$ implies the existence of a cycle which will be, in all likelihood, not be necessary to guarantee communication and transport. The presence of a $K_{4}$ might affect the future development of the network since it goes against outerplanarity. The presence of $K_{5}$ prevents the network from being a design without intersections. Finally, road networks tend to expand over time. In Graph Theory this characteristic is usually translated into an infinite graph.

Furthermore, the number of edges (and, eventually, new services) can be limited locally by considering the number of edges incident in each vertex (i.e., their vertex degree). So, this is a good reason to study average degrees in graphs modeling real road transport networks.

On the basis of the above, this paper aims to relate the concepts of average degree and infinite graph. In fact, the average degree has already been used to deal with economic matters (see [11], [14], for example), and it had been defined only for finite graphs. For this reason its properties cannot be used in gradually increasing models.

In another context, percolation models are infinite random graph models for phase transitions and critical phenomena. Percolation is also a key-concept when dealing with hazardous issues such as those concerning dangerous goods transportation. The determination of the critical probability (or percolation threshold) for the percolation model is one of the most interesting problems in this area (see [15], [16], for example). The exact percolation threshold is known only for a few arbitrary trees and infinite 2-dimensional periodic graphs. It is therefore interesting to find bounds for percolation thresholds using universal formulae based on features of the infinite model graph. Most of the formulae cited in Physics and Engineering literature are based on the average degree of the infinite graphs (see [17], [18]). The average degree of infinite graphs is only well defined for infinite 2-dimensional periodic graphs. The results that we present in this paper generalize the notion of average degree for a new family of infinite graphs allowing this universal formulae to be used for other infinite graphs.

Theoretically, there exist many problems in Graph Theory involving the relationship between the number of vertices and edges of a graph (see [4], [5], [12], for example), i.e., the average degree. In some cases, many of these problems could be posed for infinite graphs.

Notations and terminologies not explicitly given here can be found in [6], [10].

## II. AvERage-measurable graphs

In this section, we will define the average degree for a family of infinite graphs that we will call average-measurable. We will start from a sequence of finite graphs, and the average degree for infinite graphs will inherit the properties of the average degree for the finite case (see, for example, [1], [17], [19]). We will prove that trees are examples of averagemeasurable graphs. On the other hand, we will introduce another family of graphs, called semi-regular graphs, that will be average-measurable. To achieve these goals we will need some prior notations and definitions.

Definition 2.1: Let $G$ be an infinite, locally finite graph and let $\left\{G_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of finite subgraphs of $G$. We say that $\left\{G_{n}\right\}_{n \in \mathbb{N}}$ is an increasing concentric sequence (ICS) of $G$ if the three following assertions are verified:

- $\quad G_{n} \subset G_{n+1}$ for all $n$.
- $\partial G_{n} \cap \partial G_{n+1}=\emptyset$ for all $n$.
- $\bigcup_{n \in \mathbb{N}} G_{n}=G$,
where $\partial G_{n}=\left\langle V\left(G_{n}\right)-V\left(G_{n-1}\right)\right\rangle_{G}$ denotes the boundary of $G_{n}$.

We note that, given an infinite graph $G$ and $v \in G$, it is always possible to find an ICS. In fact, if we consider the subgraphs $G_{n}(v)=\langle\{u \in V(G): d(u, v) \leq n\}\rangle_{G}$, where $d(u, v)$ denotes the distance between the vertices $u$ and $v$, it is easy to prove that the sequence $\left\{G_{n}(v)\right\}_{n \in \mathbb{N}}$ verifies the conditions described above to be an ICS of $G$.

Definition 2.2: Given an infinite, locally finite graph $G$, we define the inferior-average degree of $G$ as

$$
\underline{d}_{\infty}(G)=\inf \left\{\liminf _{n \rightarrow+\infty} d\left(G_{n}(v)\right): v \in G\right\},
$$

where $d\left(G_{n}\right)$ is average degree of each finite graph $G_{n}(v)$.
On the other hand, we define the superior-average degree of $G$ as

$$
\bar{d}_{\infty}(G)=\sup \left\{\limsup _{n \rightarrow+\infty} d\left(G_{n}(v)\right): v \in G\right\}
$$

Definition 2.3: Let $G$ be an infinite, locally finite graph. $G$ is said to be average-measurable if $\underline{d}_{\infty}(G)=\bar{d}_{\infty}(G)<+\infty$. Besides, in this case, we define the average degree of $G$ as $d_{\infty}(G)=\underline{d}_{\infty}(G)=\bar{d}_{\infty}(G)$.

Example 2.4: Let $H$ be the tree showed in Figure 1, where the vertex $u$ is a root and the degree of the vertices of each level equals its predecessor plus one.

If we consider the ICS $\left\{H_{n}(u)\right\}_{n \in \mathbb{N}}$, it is easy to check that

$$
\left|V\left(H_{n}(u)\right)\right|=\frac{2!+\cdots+(n+2)!}{2}
$$

On the other hand, taking into account that each finite subgraph $H_{n}(u)$ of $H$ is a tree,

$$
\left|E\left(H_{n}(u)\right)\right|=\left|V\left(H_{n}(u)\right)\right|-1
$$

and, therefore,

$$
\lim _{n \rightarrow+\infty} 2 \frac{\left|E\left(H_{n}(u)\right)\right|}{\left|V\left(H_{n}(u)\right)\right|}=2 \lim _{n \rightarrow+\infty} 1-\frac{1}{\left|V\left(H_{n}(u)\right)\right|}=2
$$



Fig. 1. Tree $H$ with an increasing degree.

But this property proved for the vertex $u$ is, in fact, true for every vertex of $H$. Moreover, this property is true for every tree.

Proposition 2.5: Every infinite, locally finite tree $T$ is average-measurable and $d_{\infty}(T)=2$.

The following example shows a non-average-measurable graph.

Example 2.6: Let us consider the graph $G$ (see Figure 2), obtained from the definition process of the graph $H$ in the previous example, and verifying

$$
\partial G_{1}(v)=K_{3}
$$

and

$$
\left|E\left(\partial G_{n}(v)\right)\right|=n\left|V\left(G_{n}(v)\right)\right| \text { for } n \geq 2
$$



Fig. 2. Graph $G$ obtained from $H$.

By induction, it is immediate that

$$
n\left|V\left(G_{n}(v)\right)\right| \leq\binom{\left|V\left(\partial G_{n}(v)\right)\right|}{2}
$$

and, therefore, it is possible to construct such a graph $G$.
On the other hand, from the construction of $G$,

$$
\left|V\left(G_{n}(v)\right)\right|=\frac{2!+\cdots+(n+2)!}{2}
$$

and

$$
\left|E\left(G_{n}(v)\right)\right|=\left|V\left(G_{n}(v)\right)\right|-1+3+2\left|V\left(G_{2}(v)\right)\right|+\cdots+n\left|V\left(G_{n}(v)\right)\right| .
$$

Now, let $M$ be the graph designed in such a way that $V(M)=V(H) \cup V(G) \cup\{w\}$ and $E(M)=E(H) \cup E(G) \cup$ $\{(u, w),(v, w)\}$ (see Figure 3).


Fig. 3. Graph $M$ obtained from $H$ and $G$.

We are about to study the sequences $\left\{M_{n}(u)\right\}_{n \in \mathbb{N}}$ and $\left\{M_{n}(v)\right\}_{n \in \mathbb{N}}$. By definition of $M_{n}(u)$, for $n \geq 2$ :

$$
\left|V\left(M_{n}(u)\right)\right|=\left|V\left(H_{n}(u)\right)\right|+\left|V\left(G_{n-2}(v)\right)\right|+1
$$

and

$$
\left|E\left(M_{n}(u)\right)\right|=\left|E\left(H_{n}(u)\right)\right|+\left|E\left(G_{n-2}(v)\right)\right|+2 .
$$

To determine the limit of the sequence $\left\{d\left(M_{n}(u)\right)\right\}_{n \geq 2}$, it is sufficient to analyze the quotient $\frac{\left|E\left(M_{n}(u)\right)\right|}{\left|V\left(M_{n}(u)\right)\right|}$. By applying the well known Stolz Theorem for sequences:

$$
\begin{gathered}
\frac{\left|E\left(M_{n+1}(u)\right)\right|-\left|E\left(M_{n}(u)\right)\right|}{\left|V\left(M_{n+1}(u)\right)\right|-\left|V\left(M_{n}(u)\right)\right|}= \\
\frac{(n+3)!}{2}+\frac{(n+1)!}{2}+(n-1) \cdot \frac{2!+\cdots+(n+1)!}{2} \\
\frac{(n+3)!}{2}+\frac{(n+1)!}{2} \\
1+\frac{(n-1) \cdot \frac{2!+\cdots+(n+1)!}{2}}{\frac{(n+3)!}{2}+\frac{(n+1)!}{2}}
\end{gathered}
$$

If we apply again Stolz Theorem, it holds that

$$
\lim _{n \rightarrow+\infty} \frac{(n-1)(2!+\cdots+(n+1)!)}{(n+3)!+(n+1)!}=0
$$

So,

$$
\lim _{n \rightarrow+\infty} 2 \frac{\left|E\left(M_{n}(u)\right)\right|}{\left|V\left(M_{n}(u)\right)\right|}=2
$$

and, therefore, $\underline{d}_{\infty}(M) \leq 2$.
Now we analyze what happens with the sequence $\left\{M_{n}(v)\right\}_{n \in \mathbb{N}}$.

$$
\left|V\left(M_{n}(v)\right)\right|=\left|V\left(H_{n-2}(u)\right)\right|+\left|V\left(G_{n}(v)\right)\right|+1
$$

and

$$
\left|E\left(M_{n}(v)\right)\right|=\left|E\left(H_{n-2}(u)\right)\right|+\left|E\left(G_{n}(v)\right)\right|+2
$$

We apply Stolz Theorem to compute the limit of the average degree of each subgraph $M_{n}(v)$ :
$\frac{\left|E\left(M_{n+1}(v)\right)\right|-\left|E\left(M_{n}(v)\right)\right|}{\left|V\left(M_{n+1}(v)\right)\right|-\left|V\left(M_{n}(v)\right)\right|}=1+\frac{(n+1) \cdot \frac{2!+\cdots+(n+3)!}{2}}{\frac{(n+3)!}{2}+\frac{(n+1)!}{2}}$.

By applying again Stolz Theorem:

$$
\lim _{n \rightarrow+\infty} \frac{(n+1)(2!+\cdots+(n+3)!)}{(n+3)!+(n+1)!}=+\infty
$$

Hence,

$$
\lim _{n \rightarrow+\infty} 2 \cdot \frac{\left|E\left(M_{n}(u)\right)\right|}{\left|V\left(M_{n}(u)\right)\right|}=+\infty
$$

and, therefore, $\bar{d}_{\infty}(M)=+\infty$. Thus,

$$
\underline{d}_{\infty}(M) \leq 2<\bar{d}_{\infty}(M)=+\infty,
$$

and $M$ is non-average-measurable.

## A. Semi-regular graphs

Next we will define a family of infinite graphs which are average-measurable when their maximal degree is bounded.

Definition 2.7: Let $G$ be an infinite, locally finite graph. The ICS $\left\{G_{n}\right\}_{n \in \mathbb{N}}$ verifies the so-called boundary condition when

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}=0
$$

Remark 2.8: The boundary condition

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}=0
$$

is equivalent to

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\right)\right|}{\left|V\left(G_{n}\right)\right|}=1
$$

since

$$
\frac{\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}=\frac{\left|V\left(G_{n}\right)\right|-\left|V\left(G_{n-1}\right)\right|}{\left|V\left(G_{n}\right)\right|}=1-\frac{\left|V\left(G_{n-1}\right)\right|}{\left|V\left(G_{n}\right)\right|}
$$

Definition 2.9: Let $G$ be an infinite, locally finite graph. $G$ is said to be semi-regular if there exists a vertex $v \in G$ such that the ICS $\left\{G_{n}(v)\right\}_{n \in \mathbb{N}}$ verifies the boundary condition.

The following result shows that the previous definition does not depend of the chosen vertex, i.e., if there exists a vertex $v$ for which $\left\{G_{n}(v)\right\}_{n \in \mathbb{N}}$ verifies the boundary condition, then it is verified for all $v$.

Lemma 2.10: Let $G$ be an infinite, locally finite graph. If $G$ is semi-regular, then the sequence $\left\{G_{n}(v)\right\}_{n \in \mathbb{N}}$ verifies the boundary condition for all $v \in G$, i.e.,

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|}=0
$$

Proof: Let $G$ be a semi-regular graph and $v_{0}$ be a vertex such that the ICS $\left\{G_{n}\left(v_{0}\right)\right\}_{n \in \mathbb{N}}$ verifies the boundary condition. Given $v \in G$, we denote by $r$ the distance between $v$ and $v_{0}\left(r=d\left(v, v_{0}\right)\right)$. Taking into account Note 2.8, it is sufficient to prove the equality

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|}=1
$$

to show that the boundary condition is verified.
So, we note that, for $n \geq r+1$ :

$$
G_{n-r-1}\left(v_{0}\right) \subseteq G_{n-1}(v) \text { and } G_{n}(v) \subseteq G_{n+r}\left(v_{0}\right)
$$

Hence,

$$
\frac{\left|V\left(G_{n-1}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|} \geq \frac{\left|V\left(G_{n-r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|} .
$$

Furthermore,

$$
\begin{gathered}
\frac{\left|V\left(G_{n-r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|}= \\
\frac{\left|V\left(G_{n-r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n-r}\left(v_{0}\right)\right)\right|} \frac{\left|V\left(G_{n-r}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n-r+1}\left(v_{0}\right)\right)\right|} \cdots \frac{\left|V\left(G_{n+r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|}
\end{gathered}
$$

but

$$
\begin{array}{ccc}
\frac{\left|V\left(G_{n-r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n-r}\left(v_{0}\right)\right)\right|} & \overrightarrow{n \rightarrow+\infty} & 1 \\
\vdots & & \\
\frac{\left|V\left(G_{n+r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|} & & \\
n \rightarrow+\infty & 1
\end{array}
$$

Finally,

$$
1 \geq \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|} \geq \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-r-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|}=1
$$

Thus, $\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|}=1$, and the result follows.
Remark 2.11: By reasoning as in the previous Lemma, we have that

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n}(v)\right)\right|}{\left|V\left(G_{n+k}(v)\right)\right|}=1
$$

for all positive integer $k$.
The previous Lemma may be generalized to other sequences. Actually, given a finite $G_{0} \subset G$, we consider the ICS $\left\{G_{n}\left(G_{0}\right)\right\}_{n \geq 0}$ as the sequence defined as follows:

$$
G_{n}\left(G_{0}\right)=\left\langle\left\{u \in V(G): d\left(u, G_{0}\right) \leq n\right\}\right\rangle_{G} .
$$

Proposition 2.12: Let $G$ be an infinite, locally finite graph. Then, $G$ is semi-regular if and only if there exists a finite subgraph $G_{0} \subset G$ verifying the boundary condition, that is to say, $\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|}=0$. Besides, if the aforementioned assertion is true, then the boundary condition is verified for every finite subgraph $G_{0} \subset G$.

Proof: Let $G$ be an infinite, semi-regular graph, and $G_{0} \subset G$ be a finite subgraph. We proving that $\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|}=1$. For this purpose, let us consider $v_{0} \in V\left(G_{0}\right)$ and denote by $r$ the diameter of $G_{0}$ ( $r=\operatorname{diam}\left(G_{0}\right)$ ). We have that

$$
G_{n-1}\left(v_{0}\right) \subseteq G_{n-1}\left(G_{0}\right) \text { and } G_{n}\left(G_{0}\right) \subseteq G_{n+r}\left(v_{0}\right)
$$

for all $n$. So

$$
\frac{\left|V\left(G_{n-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|} \geq \frac{\left|V\left(G_{n-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|} .
$$

Bearing in mind the inequality $\frac{\left|V\left(G_{n-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|} \leq 1$ and by applying Note 2.11:

$$
1 \geq \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|} \geq \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n+r}\left(v_{0}\right)\right)\right|}=1 .
$$

Therefore, $\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|}=1$.
In order to prove the opposite implication, we suppose that there exists a $G_{0}$ such that the sequence $\left\{G_{n}\left(G_{0}\right)\right\}$ verifies the boundary condition. Considering that $v_{0} \in V\left(G_{0}\right)$ and $r=\operatorname{diam}\left(G_{0}\right)$,

$$
G_{n-r-1}\left(G_{0}\right) \subseteq G_{n-1}\left(v_{0}\right)
$$

and

$$
G_{n}\left(v_{0}\right) \subseteq G_{n}\left(G_{0}\right)
$$

Hence,

$$
\frac{\left|V\left(G_{n-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(v_{0}\right)\right)\right|} \geq \frac{\left|V\left(G_{n-r-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(v_{0}\right)\right)\right|}
$$

By reasoning as in Note 2.11, it is verified that

$$
\begin{aligned}
& \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-r-1}\left(G_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(G_{0}\right)\right)\right|}=1 \\
& \lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n-1}\left(v_{0}\right)\right)\right|}{\left|V\left(G_{n}\left(v_{0}\right)\right)\right|}=1
\end{aligned}
$$

Now, we are about to prove that every semi-regular graph with bounded maximal degree is average-measurable.

Theorem 2.13: Let $G$ be an infinite, locally finite graph with $\Delta(G)<+\infty$. If $G$ is semi-regular, then $G$ is averagemeasurable.

Proof: Let $G$ be an infinite graph with $\Delta(G)=\Delta<+\infty$. Given $v \in G$, we consider the sequence $G_{n}=G_{n}(v)$, for $n \in \mathbb{N}$. Since $\Delta(G)<+\infty$, we know that $d\left(G_{n}\right) \leq 2 \Delta$. To prove that $\left\{d\left(G_{n}\right)\right\}$ is convergent, we will see that, in fact, it is a Cauchy sequence, that is, $\lim _{n \rightarrow+\infty}\left|d\left(G_{n+1}\right)-d\left(G_{n}\right)\right|=0$. Now, we consider the sequence $\left\{s_{n}\right\}$ defined as follows:

$$
\begin{gathered}
s_{n}=\left|\frac{\left|E\left(G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}-\frac{\left|E\left(G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}\right|= \\
\left|\frac{\left|E\left(G_{n+1}\right)\right| \cdot\left|V\left(G_{n}\right)\right|-\left|E\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|}{\left|V\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|}\right| .
\end{gathered}
$$

If we denote

$$
\begin{gathered}
E\left(\partial G_{n}, \partial G_{n+1}\right)= \\
\left\{\left(w_{n}, w_{n+1}\right) \in E(G): w_{n} \in \partial G_{n}, w_{n+1} \in \partial G_{n+1}\right\}
\end{gathered}
$$

then (see Figure 4)
$\left|E\left(G_{n+1}\right)\right|=\left|E\left(G_{n}\right)\right|+\left|E\left(\partial G_{n}, \partial G_{n+1}\right)\right|+\left|E\left(\partial G_{n+1}\right)\right|$.
So,
$s_{n}=$
$\left.\frac{\left|V\left(G_{n}\right)\right|\left(\left|E\left(G_{n}\right)\right|+\left|E\left(\partial G_{n}, \partial G_{n+1}\right)\right|+\left|E\left(\partial G_{n+1}\right)\right|\right)-\left|E\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|}{\left|V\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|} \right\rvert\, \leq$
$\frac{\left|E\left(G_{n}\right)\right|\left|V\left(G_{n}\right)\right|-\left|V\left(G_{n+1}\right)\right| \mid}{\left|V\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|}+\frac{\left|E\left(\partial G_{n}, \partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}+\frac{\left|E\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}$.
However,

$$
\frac{\left|E\left(G_{n}\right)\right|\left|\left|V\left(G_{n}\right)\right|-\left|V\left(G_{n+1}\right)\right|\right|}{\left|V\left(G_{n}\right)\right| \cdot\left|V\left(G_{n+1}\right)\right|} \leq \Delta \frac{\left|V\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}
$$



Fig. 4. Edge decomposition $E\left(G_{n+1}\right)$.

$$
\frac{\left|E\left(\partial G_{n}, \partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|} \leq \frac{\Delta\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n+1}\right)\right|} \leq \Delta \frac{\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}
$$

and

$$
\frac{\left|E\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|} \leq \Delta \frac{\left|V\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}
$$

Hence,

$$
s_{n} \leq \Delta \frac{\left|V\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}+\Delta \frac{\left|V\left(\partial G_{n}\right)\right|}{\left|V\left(G_{n}\right)\right|}+\Delta \frac{\left|V\left(\partial G_{n+1}\right)\right|}{\left|V\left(G_{n+1}\right)\right|}
$$

As $\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}\right)\right|}{\mid V\left(G_{n} \mid\right.}=0$, then $\lim _{n \rightarrow+\infty} s_{n}=0$ and, therefore, the sequence $\left\{d\left(G_{n}\right)\right\}_{n \in \mathbb{N}}$ is convergent.

Finally, to reach $\underline{d}_{\infty}(G)=\bar{d}_{\infty}(G)$, we are going to prove that, for all $u \in V(G), \lim _{n \rightarrow+\infty} \frac{\left|E\left(G_{n}(u)\right)\right|}{\mid V\left(G_{n}(u) \mid\right.}=$ $\lim _{n \rightarrow+\infty} \frac{\left|E\left(G_{n}(v)\right)\right|}{\mid V\left(G_{n}(v) \mid\right.}=t$. For that, we consider $u \in V(G)$ and $r=d_{G}(u, v)$. So,

$$
\begin{aligned}
t_{n} & =\left|\frac{\left|E\left(G_{n}(u)\right)\right|}{\left|V\left(G_{n}(u)\right)\right|}-\frac{\mid E\left(G_{n}(v) \mid\right.}{\mid V\left(G_{n}(v) \mid\right.}\right| \\
& =\left|\frac{\left|E\left(G_{n}(u)\right)\right| \cdot\left|V\left(G_{n}(v)\right)\right|-\left|E\left(G_{n}(v)\right)\right| \cdot\left|V\left(G_{n}(u)\right)\right|}{\mid V\left(G_{n}(u)|\cdot| V\left(G_{n}(v)\right) \mid\right.}\right| .
\end{aligned}
$$

Besides, taking into account that

$$
G_{n-r}(v) \subseteq G_{n}(u) \subseteq G_{n+r}(v)
$$

for $n \geq r$, we have that

$$
\begin{aligned}
t_{n} & \leq\left|\frac{\left|E\left(G_{n+r}(v)\right)\right| \cdot\left|V\left(G_{n}(v)\right)\right|-\left|E\left(G_{n}(v)\right)\right| \cdot\left|V\left(G_{n-r}(v)\right)\right|}{\mid V\left(G _ { n - r } ( v ) | \cdot | V \left(G_{n}(v) \mid\right.\right.}\right| \\
& =\left|\frac{\left|E\left(G_{n+}(v)\right)\right|}{\mid V\left(G_{n-r}(v) \mid\right.}-\left|\frac{\left|E\left(G_{n}(v)\right)\right|}{\mid V\left(G_{n}(v) \mid\right.}\right| .\right.
\end{aligned}
$$

Since

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(G_{n}(v)\right)\right|}{\left|V\left(G_{n+1}(v)\right)\right|}=1
$$

and
$\frac{\left|E\left(G_{n+r}(v)\right)\right|}{\left|V\left(G_{n-r}(v)\right)\right|}=\frac{\left|E\left(G_{n+r}(v)\right)\right|}{\left|V\left(G_{n+r}(v)\right)\right|} \frac{\left|V\left(G_{n+r}(v)\right)\right|}{\left|V\left(G_{n+r-1}(v)\right)\right|} \cdots \frac{\left|V\left(G_{n-r+1}(v)\right)\right|}{\left|V\left(G_{n-r}(v)\right)\right|}$, it holds:

$$
\lim _{n \rightarrow+\infty} \frac{\left|E\left(G_{n+r}(v)\right)\right|}{\left|V\left(G_{n-r}(v)\right)\right|}=t
$$

and, therefore, $\lim _{n \rightarrow+\infty} t_{n}=0$.

On the one hand, we note that the condition $\Delta(G)<+\infty$ is necessary in this Theorem, as we can see with the graph $G$ from Figure 5: $G$ is semi-regular but not average-measurable.


Fig. 5. Semi-regular graph with $\Delta(G)=+\infty$, but non-average-measurable.

This graph is defined in such a way that the subgraph $\partial G_{n}$ is the complete graph of size $2 n+1$, for $n \geq 1$. So,

$$
\left|V\left(G_{n}(v)\right)\right|=1+3+5+\cdots+(2 n+1)
$$

and

$$
\left|E\left(G_{n}(v)\right)\right|=
$$

$3+5+\cdots+(2 n+1)+\binom{3}{2}+\binom{5}{2}+\cdots+\binom{2 n+1}{2}$.
$G$ is semi-regular because
$\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial G_{n}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|}=\lim _{n \rightarrow+\infty} \frac{2 n+1}{1+3+5+\cdots+(2 n+1)}=0$.
In order to get the value of the limit $\frac{\left|E\left(G_{n}(v)\right)\right|}{\left|V\left(G_{n}(v)\right)\right|}$, we apply Stolz Theorem:

$$
\frac{\left|E\left(G_{n+1}(v)\right)\right|-\left|E\left(G_{n}(v)\right)\right|}{\left|V\left(G_{n+1}(v)\right)\right|-\left|V\left(G_{n}(v)\right)\right|}=\frac{2 n+3+\binom{2 n+3}{2}}{2 n+3}=+\infty
$$

Thus, $\bar{d}_{\infty}(G)=+\infty$ and $G$ is not average-measurable.
On the other hand, we consider the graph $H$ from Example 2.4 to find an average-measurable graph which is not semi-regular. Actually, since $H$ is a tree, this graph is averagemeasurable; however, it is not semi-regular:

$$
\begin{aligned}
\frac{\left|V\left(\partial H_{n}(u)\right)\right|}{\left|V\left(H_{n}(u)\right)\right|} & =\frac{\left|V\left(H_{n}(u)\right)\right|-\left|V\left(H_{n-1}(u)\right)\right|}{\left|V\left(H_{n}(u)\right)\right|}= \\
& \frac{(n+2)!}{2!+\cdots+(n+2)!} .
\end{aligned}
$$

By applying Stolz Theorem:

$$
\lim _{n \rightarrow+\infty} \frac{(n+3)!-(n+2)!}{(n+3)!}=\lim _{n \rightarrow+\infty} \frac{n+2}{n+3}=1 \neq 0
$$

and, therefore, the sequence $\left\{H_{n}(u)\right\}$ does not verify the boundary condition and, then, $H$ is not semi-regular.

## B. Periodic graphs

Now, we will see that the periodic graphs are semi-regular. These graphs are very useful because they are frequent and easily computed. We may find examples of periodic graphs in tiling and patterns [9], Cayley diagrams [3], [8], and they even appear as the resultant graphs of solving linear systems [2].

We recall some prior results about periodic graphs. We denote by $\mathbf{C}$ the unit square $[0,1] \times[0,1] \subset \mathbb{R}^{2}$ and we define a cellular graph as the graph verifying $V(G) \subset \mathbf{C}$ with no isolated vertices. So, given a cellular graph $G$, we define the 2dimensional periodic graph $\left(\mathcal{M}_{G}\right)$ as the graph obtained from $G$ as follows:

$$
V\left(\mathcal{M}_{G}\right)=\left\{\tau_{(m, n)}(v): v \in V(G) \text { and }(m, n) \in \mathbb{Z}^{2}\right\} ;
$$

$$
E\left(\mathcal{M}_{G}\right)=\left\{\left(\tau_{(m, n)}(u), \tau_{(m, n)}(v)\right): \quad(u, v) \in E(G) \quad \text { and } \quad(m, n) \in \mathbb{Z}^{2}\right\}
$$

where $\tau_{(m, n)}$ denotes the translation of vector $(m, n)$ in the plane.

If $\mathcal{M}_{G}$ is a 2-periodic graph generated by the cellular graph $G$, then we define the 8 -neighbors of $G$ as the subgraphs $\tau_{(i, j)}(G)$ of $\mathcal{M}_{G}$ such that $i \in\{-1,0,1\}$ and $j \in\{-1,0,1\}$, with $(i, j) \neq(0,0)$.

Given a cellular graph $G$ and the 2-periodic graph generated by $G, \mathcal{M}_{G}$, we define the $n$-square of center $G$ and radius $n\left(\prod_{n} G\right)$ as the subgraph of $\mathcal{M}_{G}$ :

$$
\prod_{n} G=\left\{\tau_{(i, j)}(G):(i, j) \in \mathbb{Z}^{2}, \max \{|i|,|j|\} \leq n\right\}
$$

We are proving that, in fact, the 2-periodic graphs are semi-regular and average-measurable (since they have bounded maximal degree).

Proposition 2.14: Every infinite, periodic, connected graph $\mathcal{M}_{G}$ generated by the cellular graph $G$ is semi-regular and average-measurable.

Proof: Let $G$ be a cellular graph and $\mathcal{M}=\mathcal{M}_{G}$ be the 2-periodic graph generated from $G$. From Proposition 2.12, it is sufficient to prove that

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left|V\left(\mathcal{M}_{n}(G)\right)\right|}=0
$$

to show that $\mathcal{M}$ is semi-regular. We recall that

$$
\mathcal{M}_{n}(G)=\left\langle u \in V(\mathcal{M}): d(u, G)_{\mathcal{M}} \leq n\right\rangle_{\mathcal{M}} .
$$

Let us consider $d=\max \left\{d(u, G): u \in G_{i}, 1 \leq i \leq 8\right\}$, where $G_{i}$ are the 8 -neighbors of $G$. Firstly, for all $n \geq d$, it is verified that (see Figure 6):

$$
\prod_{\left\lfloor\frac{n}{d}\right\rfloor} G \subseteq \mathcal{M}_{n}(G) \subseteq \prod_{n} G,
$$

because if $v \in \prod_{\left\lfloor\frac{n}{d}\right\rfloor} G$, then (see Figure 7):

$$
d(u, G) \leq d+d\left(u, \prod_{\left\lfloor\frac{n}{d}-1\right\rfloor} G\right) \leq \cdots \leq d\left\lfloor\frac{n}{d}\right\rfloor \leq n
$$



Fig. 6. Chain of inclusions for $\mathcal{M}_{n}(G)$.


Fig. 7. $\prod_{\left\lfloor\frac{n}{d}\right\rfloor} G \subseteq \mathcal{M}_{n}(G)$.

So,

$$
\frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left|V\left(\mathcal{M}_{n}(G)\right)\right|} \leq \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left|V\left(\prod_{\left\lfloor\frac{n}{d}\right\rfloor} G\right)\right|} \leq \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left(2\left\lfloor\frac{n}{d}\right\rfloor+1\right)^{2}|V(G)|}
$$

On the other hand, for all $n \geq 1$, let us consider $k(n)=$ $\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|$. As

$$
V\left(\mathcal{M}_{n}(G)\right)=\bigcup_{i=0}^{n} V\left(\partial \mathcal{M}_{i}(G)\right) \subseteq V\left(\prod_{n} G\right)
$$

then:

$$
s_{n}=k(1)+k(2)+\cdots+k(n) \leq(2 n+1)^{2}|V(G)| .
$$

Let us suppose that $\limsup _{n \rightarrow+\infty} \frac{k(n)}{n^{2}}=l$, with $l>0$. By applying Stolz Theorem to the quotient $\frac{s_{n}}{(2 n+1)^{2}}$, we get that

$$
\frac{s_{n+1}-s_{n}}{(2 n+3)^{2}-(2 n+1)^{2}}=\frac{k(n+1)}{8 n+9}=\frac{k(n+1)}{(n+1)^{2}} \frac{(n+1)^{2}}{8 n+9}
$$

and, therefore,

$$
\begin{gathered}
\limsup _{n \rightarrow+\infty} \frac{s_{n}}{(2 n+1)^{2}|V(G)|}= \\
\frac{1}{|V(G)|} \limsup _{n \rightarrow+\infty} \frac{k(n+1)}{(n+1)^{2}} \frac{(n+1)^{2}}{8 n+9}=+\infty
\end{gathered}
$$

But this is not possible, because we were supposing that

$$
\frac{s_{n}}{(2 n+1)^{2}|V(G)|} \leq 1
$$

Consequently, $\lim _{n \rightarrow+\infty} \frac{k(n)}{n^{2}}=0$ and, therefore,

$$
\begin{gathered}
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left(2\left\lfloor\frac{n}{d}\right\rfloor+1\right)^{2}|V(G)|} \leq \\
\frac{1}{|V(G)|} \lim _{n \rightarrow+\infty} \frac{k(n)}{n^{2}} \frac{n^{2}}{\left(2\left(\frac{n}{d}-1\right)+1\right)^{2}}=0 .
\end{gathered}
$$

Thus,

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left|V\left(\mathcal{M}_{n}(G)\right)\right|}=0
$$

and $\mathcal{M}$ is semi-regular. Besides, since $\mathcal{M}$ is a 2-periodic graph, the assertion $\Delta(\mathcal{M})<+\infty$ is verified, and (by applying Theorem 2.13) $\mathcal{M}$ is average-measurable.

Now, we present an illustration of 2-periodic graph.
Example 2.15: We consider the 2-periodic graph $\mathcal{M}$ generated by the cellular graph $G$ as in Figure 8.


Fig. 8. Periodic graph with average degree $\frac{8}{3}$.

Since $\mathcal{M}$ is connected, by applying the previous result, we deduce that this graph is average-measurable. Let us consider the sequence $\left\{\mathcal{M}_{n}(G)\right\}$. Since the sequence $\left\{d\left(\mathcal{M}_{n}(G)\right)\right\}$ is convergent, we know that

$$
\lim _{n \rightarrow+\infty} d\left(\mathcal{M}_{n}(G)\right)=\lim _{n \rightarrow+\infty} d\left(\mathcal{M}_{2 n}(G)\right)
$$

On the other hand,

$$
\left|V\left(\mathcal{M}_{2 n}(G)\right)\right|=5+16+6\left(4+8+\cdots+2^{n}\right)
$$

and

$$
\left|E\left(\mathcal{M}_{2 n}(G)\right)\right|=4+16+8\left(4+8+\cdots+2^{n}\right)
$$

and, therefore, by applying Stolz Theorem:

$$
\lim _{n \rightarrow+\infty} d\left(\mathcal{M}_{2 n}(G)\right)=\frac{8}{3}
$$

Another periodic graph is the 1 -dimensional case. This graph $\mathcal{M}_{G}^{1}$ is generated by a cellular graph $G$ and horizontal translations $G_{i}$ of the graph $G$ (see Figure 9). Here we denote by $v_{i}$ the translated vertex of $v$ in $G_{i}$, for all integer $i$ and all $v \in V(G)$.


Fig. 9. 1-dimensional periodic graph generated from $G$.

Now, we are able to formulate the final result.
Proposition 2.16: Let $G$ be a finite cellular graph. If $\mathcal{M}_{G}^{1}$ is connected, then it is semi-regular and, therefore, averagemeasurable.

Proof: Let $G$ be a finite graph, being $M=\mathcal{M}_{G}^{1}$ connected. Let us consider the sequence $\left\{M_{n}(G)\right\}_{n \in \mathbb{N}}$ and $d=\operatorname{diam}(G)$. We want to study the cardinal of $V\left(\partial M_{n}(G)\right)$. To do so, we get $v_{k} \in V\left(G_{k}\right)$ such that $d\left(v_{k}, G\right)_{M}=n$, with $k=\min \left\{i>0: d\left(v_{i}, G\right)=n\right\}$. So, for all $i \geq k+d+1$, we get $d\left(v_{i}, G\right) \geq n+1$, because if we suppose that $d\left(v_{i}, G\right) \leq n$, as $d\left(v_{i}, G_{k}\right) \geq i-k$ (see Figure 10), there would be a $w_{k} \in V\left(G_{k}\right)$ such that $d\left(v_{i}, w_{k}\right) \geq i-k$ and, therefore:
$d\left(w_{k}, G\right) \leq d\left(v_{i}, G\right)-d\left(v_{i}, w_{k}\right) \leq n-i+k \leq n-d-1$.


Fig. 10. Path from $v_{i}$ to $G_{k}$ in $M$.

## However,

$$
d\left(v_{k}, G\right) \leq d\left(v_{k}, w_{k}\right)+d\left(w_{k}, G\right) \leq d+n-d-1=n-1,
$$

and this is not possible. Following an analogous reasoning for $k<0$ :

$$
\left|V\left(\partial M_{n}(G)\right)\right| \leq 2(d+1)|V(G)| .
$$

Then,

$$
\lim _{n \rightarrow+\infty} \frac{\left|V\left(\partial \mathcal{M}_{n}(G)\right)\right|}{\left|V\left(\mathcal{M}_{n}(G)\right)\right|}=0
$$

because

$$
\lim _{n \rightarrow+\infty}\left|V\left(\mathcal{M}_{n}(G)\right)\right|=+\infty,
$$

and the result follows.

## III. Conclusion

In this paper we have extended a definition of average degree $d_{\infty}(G)$ for a family of infinite graphs which we call average-measurable (see Figure 11). For instance, trees, periodic graphs, and maximal degree bounded semi-regular graphs are average-mesurable graphs.

This generalization of average degree may be useful to model complex, increasing networks, and it extends the use of the universal formulae introduced by J.C. Wierman and D.P. Naor [17] to determine percolation thresholds.


Fig. 11. Relationships among average-measurable graphs.
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